Preface

The Greenland ice sheet is currently losing mass at a significant and accelerating rate.
Increased snow and ice melt due to Arctic warming is an important driver; however, other
processes such as glacier acceleration and surface albedo reduction also affect the mass
loss. In particular, tidewater glaciers are rapidly retreating under the influence of changing
ocean conditions. In turn, the increase in freshwater and sediment discharge from the
glaciers has an impact on the ocean environment. Such interactions between the ice, the
atmosphere and the ocean play important roles in global and Arctic environmental change
and affect the living conditions of the Greenlandic population.

This volume of Low Temperature Science is inspired by a series of five workshops on
the mass balance of the Greenland ice sheet and its relation to global climate change. The
workshops were held between 2012 and 2016 at Hokkaido University’s Institute of Low
Temperature Science (ILTS), supported by the Grant for Joint Research Program of ILTS,
the SIGMA (Snow Impurity and Glacial Microbe effects on abrupt warming in the Arctic)
project funded by the Japan Society for the Promotion of Science (JSPS), and the Green
Network of Excellence (GRENE) Arctic Climate Research Project funded by the Japanese
Ministry of Education, Culture, Sports, Science and Technology (MEXT). The volume
intends to give an overview of recent research activities on the topics described above, and
to provide perspectives for directions of future work.

The research presented here has a strong link to the ongoing Arctic Challenge for
Sustainability (ArCS) project, a national flagship project funded by MEXT. In fact, some of
the studies have been supported directly by the ArCS project. The scope of ArCS
comprises not only the physical science basis of the changing Arctic environment on large
and small scales, but also the human dimension. The variety of topics included in this
volume is intended to reflect this wide scope.

We are very much indebted to all authors who dedicated their time in order to

contribute to this volume. Thanks a lot for your efforts!
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The Greenland ice sheet and peripheral ice caps are rapidly losing mass. This mass change has

been captured by satellite remote sensing, but more detailed investigations are necessary to

understand the spatiotemporal variations and mechanism of the ice loss. It has increased particularly

in northwestern Greenland, but in-situ data for northern Greenland are generally sparse. To better

understand the ice mass loss in northwestern Greenland, we studied the ice sheet, ice caps and calving

glaciers in the Qaanaaq region, as a part of the Green Network of Excellence (GRENE) Arctic Climate

Change Research Project. Field and satellite observations were performed to measure the mass loss

of the ice caps and calving glaciers in the region. Detailed processes were investigated based on field

measurements to understand mechanisms driving the ice loss. The field activities include mass

balance monitoring on Qaanaaq Ice Cap since 2012, integrated field observations near the front of

Bowdoin Glacier since 2013 and ocean measurements near the calving glaciers. In this contribution,

we summarize the results of the GRENE Greenland project, and introduce an overview of the next

project to be carried out under the framework of the Arctic Challenge for Sustainability Project

(ArCS).

Keywords: Greenland, glacier, ice sheet, ice cap, ice-ocean interaction

1. Introduction

The surface area of Greenland is ~80% covered by
ice with a mean ice thickness of 1.7 km. Change in this
ice mass is of great importance to the global environ-
ment because melting of the entire Greenland ice sheet

would cause mean sea level to rise by 7.36 m (Bamber et

al, 2013). Recent studies based on satellite remote
sensing and regional climate models have shown that ice
in Greenland has decreased rapidly over the last few
decades (e.g. van den Broeke et al,, 2009; Velicogna, 2009;
Rignot et al, 2011). The mass change of the Greenland
ice sheet, the second largest land ice on Earth, is

reported as -229=+60 Gt a’!, which is equivalent to the
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sea level rise of 0.63 mm a! (IPCC, 2013). Changes are
occurring also at peripheral ice caps and glaciers
physically separated from the ice sheet, which account
for ~7% of the ice-covered area in Greenland (Rastner et
al, 2012). They have lost ice at a rate of 41+17 Gt a’
from 2003 to 2008, contributing to sea level rise of 0.12
mm a! (Bolch et al, 2013). A number of studies have
shown acceleration of the ice loss in Greenland since the
1990s, and thus accurate quantification is crucial to
predict future sea level change.

These changes are non-uniformly distributed over
Greenland. Rapid mass loss has been observed particu-
larly in the coastal regions because snow and ice melt is
increasing in lower-elevation areas and calving glaciers
are discharging increasing amount of ice into the ocean.
These are the two main drivers of the ongoing mass loss
of the ice sheet, and ice caps are thinning primarily
because of increasingly negative surface mass balance
driven by the increasing snow and ice melt at lower
elevations (Mernild et al., 2011; Rinne et al., 2011). Snow
and ice are melting over a broader area and for a longer
period under the influence of enhanced atmospheric
warming in the Arctic. As a result of melting, the grain
size of snow increases, ice surface areas reach higher
elevations and the spatial coverage of light-absorbing
glacial microbes increases (e.g. Wientjes and Oerlemans,
2010). These processes contribute to albedo reduction
and further enhance melting. Near the front of calving
glaciers, acceleration, thinning and retreat have been
reported since the beginning of the 21st century. These
changes were first discovered at large glaciers in
southeastern and western regions (e.g. Joughin et al,
2004; Howat et al, 2005), but were later observed at
other glaciers around the ice sheet (e.g. Rignot et al,
2006; Moon et al, 2012). Mechanisms of the glacier
changes are not fully understood, but glacier and fjord
bed geometry is suggested as a key driver of accelera-
tion and rapid retreat (e.g. Nick et al, 2009). Moreover,
subaqueous melting under the influence of changing
ocean conditions is suspected as an additional key
process, thus intensive research is underway in fjords
near the front of calving glaciers (e.g. Rignot et al.,, 2010;
Straneo et al, 2010; Straneo and Heimbach, 2013).

Detailed studies have revealed that ice mass change

in Greenland is temporally and spatially heterogeneous

(e.g. Schrama and Wouters, 2011; Sasgen et al, 2012;
Enderlin et al, 2014). Rapid loss was first reported in
the southeastern area, and then spread to other regions
along the coast. Mass loss has increased particularly in
northwestern Greenland since 2005 (Khan et al, 2010;
Kjeer et al, 2012), but available data for the northern
regions are generally sparse. Therefore, there is an
urgent need to increase the reliable data for northwest-
ern Greenland to quantify the mass loss and better
understand the mechanisms driving recent changes in
the region.

From 2011 to 2016, Arctic researchers in Japan
collaborated under the integrated, multidisciplinary
Green Network of Excellence (GRENE) Arctic Climate
Change Research Project funded by the Japanese
Ministry of Education, Culture, Sports, Science and
Technology (MEXT). As part of the GRENE research
project “The role of Arctic cryosphere in global change”,
we initiated a glaciological study in the region near
Qaanaagq, a village in northwestern Greenland. The aim
of the study was to quantify the ice mass loss in the
region and understand its driving mechanisms. Here,
we provide an overview of the GRENE Greenland
project by summarizing the key findings of the study.
We also provide an outline of our new project
“Interaction of glacier/ice sheet and the ocean in
northwestern Greenland”, which was launched in 2015
under the framework of the next Japanese national
Arctic project “Arctic Challenge for Sustainability”
(ArCS).

2. Study site

Qaanaaq 1s a village populated by ~600 people,
located in northwestern Greenland at 77°28'N, 69°14'W
(Fig.1). We selected this region as our study site
because of the following factors: i) ice mass loss is
increasing in northwestern Greenland; ii) only a few
glaciological studies have been conducted in the region in
the past; iii) Qaanaaq Airport is accessible by regular
flights, and iv) Japanese researchers and explorers have
been active in this region. Japanese activities in
northwestern Greenland included a glaciological re-
search at Site 2 by Ukichiro Nakaya from 1957 to 1960
(Nakaya, 1959) and pioneering dogsled expeditions by
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Figure 1 : Satellite image (Landsat 7 on 24 July 1999) of the
Qaanaaq region in northwestern Greenland. The inset shows
the locations of the study site in Greenland (circle) and the
SIGMA-D ice core drilling site (dot).

Naomi Uemura in the 1970s (Uemura, 1974). More
recently, a JSPS-funded research project on “Snow
impurity and glacial microbe effects on abrupt warming
in the Arctic” (SIGMA) has been carried out since 2011
(Aoki et al, 2014). The GRENE and SIGMA projects
have closely collaborated over the 5-year period.

Qaanaaq is situated on the southern coast of a
peninsula, facing the ~100 km long and ~20 km wide
Inglefield Bredning fjord (Fig. 1). The northern bank of
the fjord is named Prudhoe Land, where 19 calving
glaciers flow into the ocean. Largest among those are
Heilprin and Tracy Glaciers, which discharge icebergs
into the eastern end of Inglefield Bredning at a rate
greater than 1 km a™!. Qaanaaq Ice Cap is located to the
north of the village, covers an area of 260 km?, and feeds
numerous land-terminating outlet glaciers. Several
other ice caps are situated in the region, including
Hurlbut Ice Cap on an island to the southeast of Qaanaaq,
and Ost and Five Glacier Dal Ice Caps on the main land
adjacent to the ice sheet (Fig. 1).

Only a few scientific research activities have
reported on the Qaanaaq region, particularly on its ice
sheet and glaciers. Recently, satellite remote sensing
on calving glaciers (Porter et al., 2014), airborne ice radar
survey over the ice sheet (Palmer et al,, 2013) and ocean
measurements in Inglefield Bredning (Dybkjaer et al,
2011) have been reported. Climatic data are available

from the weather station at Qaanaaq Airport, which has

been in operation since 1996.

3. Ice caps

3.1 Ice cap thinning in the Qaanaaq region

The ice caps in the Qaanaaq region are situated at
an elevation range of 0-1200 m a.sl, where snow and ice
melt is greatly influenced by recent warming. The rate
of ice cap mass loss in northwestern Greenland is
reported as 0.6+*0.1 m a! for the period 2003-2008
(Bolch et al, 2013). We utilized a satellite image
photogrammetry technique to investigate the mass
change during a more recent period, and analyzed its
spatial distribution, which was not resolved in the
previous study. The focus of our study was six ice caps
near Qaanaaq, i.e., Qaanaaq, Hurlbut, Ost, Five Glacier
Dal, Kiatak and Steensby Land Ice Caps (Saito, 2015;
Saito et al,, 2016). We used stereo pair images from the
Advanced Land Observing Satellite, Panchromatic
Remote-sensing Instrument for Stereo Mapping (ALOS
PRISM) to generate digital elevation models (DEMs) of
the region for 2006, 2007, 2009 and 2010. Digital
photogrammetry software (Leica LPS) and digital map
plotting instruments (Planar SD2020 monitor and 3D
Topo Mouse) were employed for this purpose. Surface
elevation change over the ice caps was computed using
the differences in the DEMs over time. DEMs gener-
ated by this method have an error of several meters in
the vertical direction, but uncertainty in the elevation
change decreases when they are averaged over the ice
caps.

The result of the analysis revealed pervasive
thinning of the ice caps in the Qaanaaq region (Fig. 2)
(Saito et al, 2016). Mean elevation change over the six
ice caps was -1.1+0.1 m a! for the period between 2006
and 2010. This thinning rate is approximately twice
that reported for 2003-2008 (Bolch et al, 2013), which
confirms recent acceleration of the ice cap mass loss in
the study area. Thinning is pronounced in the ablation
areas, suggesting melt increase as a primary driver of
the mass loss. Air temperature record at Qaanaagq
Airport indicates an increase in summer temperature at
a rate of 0.12°C a’! over the 1997-2013 period. In
addition to the atmospheric warming, albedo reduction

also plays a role in the increasing melt rates. Bare ice is
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Figure 2: Rate of surface elevation change for the ice caps (IC)
Hurlbut (HIC), Ost (OIC), Kiatak (KIC) (in 2007-2010),
Qaanaaq (QIC), Steensby Land (SLIC) (2007-2009) and Five
Glacier Dal (FGDIC) (2006-2010). Modified from Saito et al.
(2016).

Figure 3 : Satellite images (Landsat 7) of Hurlbut Ice Cap
acquired on (a) 2 July 2002 and (b) 6 July 2012.

more exposed as the altitude of the equilibrium line
increases, and the spatial coverage of glacial microbes on
the ice surface increases (Takeuchi et al, 2014). These
changes effectively reduce the surface albedo of the ice
caps as represented by satellite images of Hurlbut Ice
Cap taken in 2002 and 2012 (Fig.3). The magnitude of
the thinning was substantially different on each ice cap.
For example, Qaanaaq Ice Cap thinned at a rate of 1.8+
0.1 m a! from 2007 to 2010, whereas Steensby Land Ice

Cap showed a thinning rate of 0.8+0.1 m a for the
same period. Based on further satellite image analyses,
we suggest relatively high albedo as a possible reason for
the lower thinning rate observed on Steensby Land Ice
Cap. In addition to albedo, regional variations in snow
accumulation and glacier dynamics are other possible

controls on the surface elevation change.

3.2 Qaanaaq Ice Cap

To monitor long-term variations in the surface mass
balance and ice dynamics of Qaanaaq Ice Cap, we
installed survey stakes on the ice cap and resurveyed the
stakes every summer since 2012 (Maruyama, 2015;
Matsuno, 2016). The stakes are located at elevations
from 243 to 968 m asl, spanning an area from the
terminus of an outlet glacier (Qaanaaq Glacier) to a point
inland, slightly higher than the equilibrium line altitude
(Fig. 4a). Annual mass balance from 2012 to 2016
showed a large year-to-year fluctuation. During the
study period, mass balance was most negative in the
2014/2015 season and most positive in 2012/2013.
Specific mass balance at the lower most (243 m asl)
stake was -2.10 and -1.19 m water equivalent (w.e.) a™
in these 2 years, respectively. This result indicates the
importance of long-term observations to capturing
general trends of climatic and glacier changes. Our
data from Qaanaaq Ice Cap form a part of only a few
mass balance observations currently operated at margin-
al parts of Greenland (Machguth et al, 2016). We
continue these measurements to help improve the
accuracy of our understanding of the impact of changing
climate on peripheral glaciers and ice caps in Greenland.

Field observations on Qaanaaq Ice Cap provided
valuable information for understanding the processes
controlling ice mass loss (Sugiyama et al, 2014).
Summer melt rates at the survey stakes showed
relatively high melt rates (i.e. large degree-day factors) at
500-900 m asl. (Figs.4b and c). Brightness intensity
of a satellite image showed that ice in this elevation
range was darker than in the other regions (Fig. 4c).
This observation demonstrated a clear influence of
surface albedo on the mass balance of the ice cap. We
also determined summer (July) and annual ice motion by
surveying the stakes using the global positioning system

(GPS) to investigate a possible impact of surface
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Figure 4 : (a) Satellite image (ALOS PRISM, 25 August 2009) showing the study area of Qaanaaq Ice Cap. Locations of the
measurement sites for mass balance (+), ice velocity (O) and the GPS reference station (%) are indicated. The arrows are horizontal
surface flow vectors from 18-29 July 2012. (b) The positive degree-day sum (PDD) (box), degree-day factors (%) and (c) total melt
amount at Q1201-Q1207 computed for the entire summer melt season in 2012 (®). Blue line in (c) is the brightness intensity of the
ALOS PRISM image shown in (a) along the survey route. Figures are modified from Sugiyama et al. (2014).

meltwater on basal sliding. Over the 4-year measure-
ment period, ice motion accelerated only in July 2012
when Greenland was hit by an extreme melt event
across nearly the entire ice sheet (Nghiem et al, 2012).
The lack of summer acceleration in the subsequent years
indicates the uniqueness of the meteorological conditions
in the summer 2012, and it also suggests that the impact
on the ice dynamics would be substantial if similar melt

events will occur more frequently in the future.

Figure 5 : Ice speed distribution over Prudhoe Land

4. Calving glaciers

4.1 Retreat, thinning and acceleration of calving
glaciers
Another focus of our study was calving glaciers
(Fig. 5).

terminate in fjords, forming 0.6-5.0-km wide tidewater

Most of the outlet glaciers in this region
calving glaciers. According to our analysis using
Landsat satellite images from 1987 to 2014, all of the 19
glaciers in the Qaanaaq region showed retreating trends
after 2000 (Sakakibara, 2016).

retreated more rapidly than the others, as represented

Some of the glaciers

[ S — ]
50 100 200 500 1000 2000

Ice speed (ma™")

in 1987-2014

(Sakakibara, 2016). The speed was obtained by the feature tracking method
applied on Landsat satellite images. Background is a Landsat 8 OLI image

acquired on 9 July 2014.
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Figure 6 : Surface elevation change of calving glaciers and ice caps in the
Qaanaaq region between 2007 and 2010.

by the more than 5-km retreat of Tracy Glacier during
the study period. In general, glaciers terminating at the
Inglefield Bredning fjord are retreating more quickly
than those flowing into smaller fjords directly facing
Baffin Bay.

The glacier retreat after 2000 accompanied ice
thinning near the calving front. We employed the same
DEM generation technique as for the ice caps to measure
the surface elevation change of 14 glaciers over the
period 2007-2010 (Katayama, 2016). Thinning rates are
highly variable on each glacier, and higher thinning rates
were observed at more rapidly retreating glaciers
(Fig.6). For example, Tracy and Farquhar Glaciers
thinned at a rate of ~8 m a™! from 2007 to 2010, while
they retreated by more than 100 m a! from 2000 to 2014.
Several other glaciers were thinning at rates greater
than5ma™. These rates are substantially greater than
the surface mass balance at the elevation of the glacier
termini, which is typically -2 m w.e. a’! in this region
(Maruyama, 2015; Tsutaki et al, 2016). The magnitude
of the thinning was greater near the glacier fronts.
These results imply that the rapid thinning was
primarily due to the increase in compressive vertical
straining as a result of enhanced extending flow regime,
so-called dynamic thinning.

Rapidly retreating and thinning glaciers are acceler-
ating as well. Tracy, Heilprin, and Bowdoin Glaciers
accelerated by >10 m a® from 2000 to 2014, and these
glaciers retreated rapidly (80-340 m a’!) over the same

period (Sakakibara, 2016). The acceleration extended to

the region >10 km from the calving front, resulting in a
large impact on the ice discharge and dynamic thinning.
As it has been observed in other regions in Greenland,
glacier retreat, thinning and acceleration are occurring
concurrently in our study area. To understand the
mechanism driving these changes, we performed

intensive studies on Bowdoin Glacier.

4.2 Bowdoin Glacier

Bowdoin Glacier is one of the tidewater glaciers in
the study area, located ~30 km to the north of Qaanaaq.
According to the comparison of an aerial photograph in
1949 and recent satellite images, the glacier front
position experienced no significant changes for more
than 50 years until it showed a ~200 m retreat in 2000
(Sugiyama et al, 2015). The ice front remained at the
same position until 2008, and then it retreated more than
1 km from 2008 to 2013 (Fig.7). Ice speed showed a
twofold increase from 1999 to 2002, and it maintained a
fast flowing condition during the following period
(Fig. 7b). Meanwhile, the glacier has been thinning at a
rate (-4.1 m a? from 2007 to 2010) substantially greater
than that of the nearby land-terminating Tugto Glacier
(Tsutaki et al, 2016). Surface ablation in the same
region of Bowdoin Glacier was 1.8-2.0 m a™ from 2014
to 2015, which accounts for only ~50% of the observed
thinning rate. According to the analysis of the ice flow
regime, a large portion of the thinning was due to the
dynamic thinning caused by the acceleration after 2000
(Tsutaki et al,, 2016).
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Figure 7 : (a) Frontal margins of Bowdoin Glacier observed
from 28 September 1987 to 23 July 2013. Background is an
ALOS PRISM image acquired on 25 July 2010. (b) The crosses
are mean displacement of the glacier front since 28
September 1987. Negative change in the ordinate represents
glacier retreat. The open circles are satellite-derived annual
mean ice speed at site B1301 as indicated by the filled circle in
(a). Reproduced from Sugiyama et al. (2015).

To obtain detailed information on glacier change, we
performed field campaigns on Bowdoin Glacier in the
summers 2013-2016. Ice thickness and fjord depth
were measured near the glacier front, using a ground-
based ice radar system and a sonar mounted on a small
boat. The results revealed that the glacier front was
very close to flotation (~90% of ice thickness was below
sea level) and a~50 m high ocean bed bump was
situated at ~1 km from the ice front (Fig. 8). Ice speed
was modulated by tides, surface melt and rain, implying
that the force balance was susceptible to small perturba-
tions (Sugiyama et al, 2015). Seismic measurements
near the calving front showed that tidally modulated ice
flow variation controls the frequency of ice fracture near
the surface, which may have important implications for
calving (Podolskiy et al, 2016). Infrasonic measure-
ments were also performed to study the timing and
locations of calving events (Podolskiy et al., this volume).

In 2014, we drilled holes to the glacier bed with a hot-

a Before 2000
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® Retreat

4) Thinning

Glacier
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Figure 8 : Schematic diagrams showing the mechanism of the
rapid retreat of Bowdoin Glacier since 2008. The diagrams
show conditions (a) when the glacier was stable before 2000,
(b) when the glacier retreated slightly in 2000 and (c) after the
glacier began rapid retreat in 2008. The glacier and fjord
geometry in (c) is based on field data.

water drilling equipment to explore subglacial and
englacial environments. Borehole measurements con-
firmed that ice is temperate at the bed and that a
subglacial hydrological system exists.

Based on the results of the field and satellite
observations, we interpret the rapid retreat of Bowdoin
Glacier since 2008 as illustrated in Figure 8. Before
2000, the glacier front was situated on the ocean bed
bump, which stabilized the glacier front position for more
than 50 years (Fig. 8a). Under the influence of atmos-
pheric and ocean warming, the glacier front retreated
slightly from the bump in 2000. The retreat distance
was small, but the glacier force balance was strongly
affected by the retreat of the ice front from the bump
towards deeper water in upstream direction, resulting in
rapid acceleration observed at the same time (Fig. 8b).

After the acceleration, ice discharge increased and the
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glacier progressively thinned until it reached the
threshold of flotation. The rapid retreat initiated in
2008 when the glacier terminus began to float and then
collapsed into the ocean (Fig. 8c). The detailed field and
satellite data enabled us to propose this interpretation on
Bowdoin Glacier. Similar observations on other calving
glaciers will provide clues to predict the future evolution

of calving glaciers in Greenland.

5. Atmospheric and ocean environments

5.1 Ice core and weather station

Compared with the melt increase clearly observed
in lower-elevation areas, the changes in inland snow
accumulation are less understood in Greenland.
Because of the relatively complex coastal landscape in
the Qaanaaqg region, precipitation is spatially highly
variable, and its temporal variations are not well known.
To study snow precipitation and atmospheric conditions
in the accumulation area, a 225-m-long ice core was
drilled at 2100 m asl, approximately 250 km east of
Qaanaaq (Fig. 1 inset) (Matoba et al,, 2015; Kadota, 2016).
Drilling and other field activities were carried out from 5
to 26 May 2014. In addition to the drilling activities,
GPS surveys were performed for surface elevation and
ice flow in the region, and an automatic weather station
was installed at the drilling site and operated until
October 2015.

Figure 9 shows 2-m-height air temperature and
snow surface elevation recorded by an ultrasonic ranger
at the weather station from May 2014 to October 2015.

Annual mean air temperature for the hydrological year
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Figure 9 : Daily (red) and monthly (gray bars) mean air
temperature, and snow surface height relative to the surface
on 18 May 2014 (blue) measured at the SIGMA-D site.

2014/2015 (from 1 October 2014 to 31 September 2015)
was —25.9°C, and summer mean temperatures (June-
August) in 2014 and 2015 were -8.1 and -9.0 °C,
respectively. Daily mean temperature was below zero
throughout the year, suggesting little influence of melt
on the ice core. The snow surface rose by 0.8 m over
the ~16-month measurement period, showing a highly
variable snow deposition rate. For example, summer
snow deposition (June-August) in 2014 was 0.36 m,
whereas that in 2015 was less than several centimeters
during the same period. These weather station data
are crucial to analyzing the ice core, as well as to
Investigating climatological and snow deposition condi-

tions in the accumulation area.

5.2 Ocean measurements

Calving glaciers are affected by ice front melting in
the ocean, and in turn glaciers impact the ocean by
discharging icebergs, meltwater and sediments.
Therefore, it is crucial to investigate glacier-ocean
interactions to predict the future of glaciers as well as
the coastal environment in Greenland. Increasing
numbers of fjord measurements are carried out in other
regions of Greenland (e.g. Straneo et al,, 2010), but such
research is scant in northwestern Greenland. To study
water properties in a glacial fjord, we performed
conductivity, temperature and depth profiler measure-
ments in Bowdoin Fjord. Temperature and salinity
showed typical stratifications for glacier-fed fjords. The
deepest region of the fjord (>290 m) was filled with
relatively warm and salty water (6=1.16=0.03°C, S=
34.24+0.10 PSU (practical salinity unit)), indicating
intrusion of Atlantic Water into the fjord (Figs 10a and b)
(Ohashi, 2015). Temperature and salinity decrease
moving upward between the depths of 140-290 m under
the influence of freshwater supplied from subaqueous
melting. The coldest water, found at a depth of 50-110
m, is attributed to Polar Water originating from the
Arctic Ocean. Above the Polar Water layer, highly
turbid and fresh water was observed at 20-50 m
(Fig. 10c) which we attribute to subglacial meltwater
discharge. The turbid water was covered by the
warmest and even fresher surface water (0-20 m).
These observations are consistent with previously

reported structures of Greenlandic fjords in other



Recent ice mass loss in northwestern Greenland 9

Distance (km)

0 2 6 8 0 12 "

Depth (m)

Distance (km)

10

Distance (km)

Figure 10 : (a) Potential temperature, (b) salinity in PSU (practical salinity unit) and (c) turbidity in FTU (formazin
turbidity unit) measured in Bowdoin Fjord on 4 August 2014.

regions (e.g. Straneo et al, 2012; Chauché et al, 2014).
Further measurements are needed in Bowdoin Fjord to
understand the processes controlling subaqueous melt-
ing of the glacier and to monitor temporal changes in the
water properties.

As a possible impact of glacier melt increase on the
ocean environment, we studied turbid water discharge
from glaciers into the ocean by analyzing satellite data
from Moderate Resolution Imaging Spectroradiometer
(MODIS) (Ohashi et al, 2016). The remote-sensing
reflectance at the wavelength of 555 nm is commonly
used to detect turbid water distribution, which we
applied to the ocean surface in northwestern Greenland
(76-78°N, 65-75°W). Highly turbid water was observed,
particularly near the fronts of calving glaciers and the
mouths of proglacial streams, indicating that the turbid
water originated from sediment-laden glacier meltwater
(Fig.11). The turbid water spreads off the coast during
the summer melt season and reaches its maximum
extent in mid-July. The area covered by the turbid
water showed large annual variations, and the summer
maximum extent from 2002 to 2014 is positively
correlated with summer mean temperature at Pituffik/
Thule Air Base. This result implies that glacier melt
controls the turbid water distributions, and sediment
discharge into the ocean is likely to increase in the future
as the climate continues to warm. We suspect that
increasing sediment discharge has an impact on the
coastal environment, which further affects the marine

ecosystem in the region.

72°W 70°W 68°W 66°W

001

0.008

0002

0

Figure 11 : (a) Turbid water discharge from a glacier in
western Greenland (71.3°N, 53.0°W). The glacier length is
about 10 km. (b) MODIS true color image of the study area
and (c) Rrs 555 (remote sensing reflectance data at a
wavelength of 555 nm). Land and ice sheet areas are indicated
in gray. Modified from Ohashi et al. (2016).
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6. Outlook of the ArCS project

The GRENE Greenland project focused on the
changes in the ice sheet, glaciers and ice caps. Over the
course of the study in the Qaanaaqg region, we realized
the importance of the interaction between the ice
sheet/glaciers and the ocean. As mentioned above,
submarine melting is suspected as a trigger for the
recent retreat of the calving glaciers. Recent studies
have indicated that ocean heat is efficiently transported
to glacier fronts by fjord circulation, and the circulation is
driven by subglacial meltwater discharge (Motyka et al.,
2003; 2013). Furthermore, subglacial discharge upwells
and forms a buoyant plume, which transports nutrient
and plankton to the ocean surface, resulting in a unique
marine ecosystem in front of calving glaciers (Lydersen
et al, 2014). In fact, we observed abundant seabirds
near the calving front of Bowdoin Glacier, suggesting
that abundant fish and plankton are available in that
region. Glacier fronts are also recognized by indigenous
people as a good place to hunt sea mammals.
Therefore, glacier changes have the potential to produce
impacts not only on physical and chemical ocean
conditions, but also on the unique fjord ecosystem. Our
satellite analysis predicts an increase in sediment
discharge into the ocean under warming climate. Such
a change would affect the living environment of benthic
fish in the fjords such as halibut, which is an important
catch for fishermen in Qaanaaq.

After the GRENE project was completed, the
Japanese integrated Arctic research was taken over by
ArCS, a national project led by National Institute of Polar
Research, Japan Agency for Marine-Earth Science and
Technology, and Hokkaido University. In this new
project, researchers’ input is requested to aid stakehold-
ers’ and policymakers' decisions on sustainable develop-
ment in the Arctic region. To achieve this goal, we
continue our research in northwestern Greenland with a
special emphasis on the ice sheet/glacier-ocean interac-
tion. Furthermore, we investigate ocean environments
and marine ecosystems, and the consequences of
changes in these environments for the lives of people in
Qaanaaq. In July 2016, we organized a workshop in
Qaanaaq to present our scientific activities to the local

citizens, and to exchange ideas and experiences about

Figure 12 : Workshop held in Qaanaaq on 25 July 2016. (a)
Introduction of the research project and (b) comment from a
local citizen. Photographs taken by Izumi Asaji and Bungo
Nishizawa.

coastal environmental changes (Fig.12). Participants
showed great interest in our study and described the
impact of the rapidly-changing local environment on
their traditional way of life. With a closer collaboration
with social scientists, our next project aims to provide
clues to help ensure a sustainable future for human

activity in Greenland.

7. Conclusion

To quantify recent ice mass loss in northwestern
Greenland, research was carried out in 2011-2016 in the
Qaanaaq region under the framework of the GRENE
project. Satellite image photogrammetry revealed
thinning of ice caps in the region at a rate of -1.1£0.1
m a! from 2006 to 2010, which is nearly twice the rate
reported for 2003-2008. Atmospheric warming is the
primary driver of the acceleration of mass loss, but other
processes Including albedo reduction also play roles.
Mass balance and ice speed measured on Qaanaaq Ice
Cap have added to our understanding of the physical

processes causing ice cap mass loss, and measurements
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will continue to monitor these ongoing changes into the
future.

Calving glaciers are retreating, thinning and acceler-
ating. Some glaciers show rapid mass loss near the ice
front, which indicates the importance of ice-ocean
interaction for the glacier recession. Field campaigns
and satellite data analyses on Bowdoin Glacier provided
a comprehensive data set, which contributes to a better
understanding of the mechanisms involved in the
dynamics of calving glaciers in Greenland. Based on the
observational data, we proposed a mechanism of the
rapid retreat of Bowdoin Glacier that began in 2008. We
also performed ocean measurements in Bowdoin Fjord
and satellite analysis on turbid glacial meltwater
discharge into the ocean. Our results demonstrated
impacts of glacier discharge on the ocean environment.
Further investigation is necessary on the interaction
between ice sheet/glaciers and the ocean to understand
ongoing changes in the coastal environment.

To investigate the ice sheet/glacier-ocean interac-
tion and its consequences to the ocean environment and
marine ecosystems, we initiated our next project under
the framework of ArCS. In this project, we continue
our research on the ice sheet and glaciers, and expand it
further to the field of physical/chemical oceanography
and marine biology. We collaborate with social scien-
tists to determine the influence of environmental
changes on human activities in Qaanaaq. Our project
aims to acquire accurate data and improve understand-
ing of ongoing change in the coastal environment, which

should contribute to a sustainable future of the region.
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Outlet glaciers in Greenland have retreated and lost mass over the past decade. Understanding
the dynamics of tidewater glaciers is crucial for forecasting sea-level rise and for understanding the
future of the Greenland Ice Sheet, given the buttressing support that tidewater glaciers provide to
inland ice. However, the mechanisms controlling glacier-front location and the role played by
external forcings (e.g., meltwater input and tidal oscillation) in basal motion and fracture formation
leading to iceberg calving are poorly understood. Today it is known that glaciers generate seismic
and infrasound signals that are detectable at local and teleseismic distances and can be used to monitor
glacier dynamics. Here, we present examples of data recorded by a temporary network of seismic
and infrasound instruments deployed at a tidewater glacier (Bowdoin Glacier, Greenland) in July 2015.
Some stations were installed on ice at distances as close as ~ 250 m from the calving front,
Multiple

seismic and infrasound events were recorded by five seismic and six infrasound sensors, and linked to

representing the closest deployments to the calving front that have been made to date.

surface crevassing, calving, and ice-cliff collapses, and presumably also hydrofracturing, iceberg
rotations, teleseismic earthquakes, and helicopter-induced tremors. Using classic seismological and
array analysis approaches (e.g., “short-term averaging/long-term averaging” and “/~%” analysis), as well
as image processing techniques, we explore this unique dataset to understand the glacial response to
external forcings. Our observations, supported by GPS measurements of ice velocity, local weather-
station records, and time-lapse photography, provide a valuable resource for studying seismogenic

glacial processes and their dependence on ocean tides and other environmental factors.

Keywords: Seismicity, infrasound, array, tidewater glacier, Greenland

1. Introduction

“Beneath our feet a continuous trembling sensation was

felt ... Quick, sharp, deep-tingling, ringing, shricking

sounds frightful enough, came, not as sound usually

does, horizontally, but vertically wup to our ears,
seeming to vibrate through our feet, our limbs, our very

bodies, spitefully shouting in our ears: Why, presump-
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tuous man, hast thou set disturbing foot upon my chaste
bosom? Beware! Beware! Beware! Split-jingle-crash-
Off! Away! Away!”

E. B. Baldwin about his crossing of the Bowdoin
Glacier in the summer 1894 (Baldwin, 1896)

Polar glaciers are difficult and expensive to access
for scientific research purposes. Moreover, glacier
interiors are difficult environments in which to study and
monitor important glacial phenomena such as the
dynamics of ice fracturing, the mechanisms of basal
movement, and the material properties of ice and sub-
glacial till, as well as the evolution of sub-glacial drainage
systems. Similarly, the observation of calving-rates
remains challenging and is one of the most uncertain
inputs in predictions of future sea-level rise (IPCC, 2013).

In this light, passive seismology enables monitoring
of near- and sub-surface processes at high spatial and
temporal resolutions in regions that are difficult to
access or hard to monitor. Recent observational studies
have shown that monitoring the natural seismicity of ice
is useful for many glaciological applications (for a
comprehensive review, see Podolskiy and Walter, 2016).
In particular, seismological techniques have been applied
to the study of the Greenland Ice Sheet (GrIS) and its
marginal ice and glaciers, which are known to have
experienced retreat and intense mass loss in the last
decade (Khan et al, 2015). For example, if we limit
ourselves only to Greenland-related research, Ekstrom
et al. (2003) reported previously unknown tele-seismic
events that differ from tectonic earthquakes, termed
“glacier earthquakes”, which are generated by large-
scale iceberg calving and capsizing events. These
events have increased in frequency since 1990 (Ekstrém
et al, 2006), and their locations have spread into
northwest Greenland during the last decade (Veitch and
Nettles, 2012). In another context, Walter et al. (2014)
showed that the properties and thickness of sub-glacial
sediments, which influence basal movement, could be
estimated beneath the margin of western Greenland via
analysis of natural seismicity. Bartholomaus et al.
(2015) demonstrated the possibility of quantifying sub-
glacial discharge using continuous seismic tremor as a

proxy. Carmichael et al. (2015) analyzed seismic and

GPS signals related to the rapid draining of a supra-
glacial lake, and associated the signals with an increase in
ice-flow speed In western Greenland. Their results
suggested that the ice-quake activity peak was associ-
ated with vertical hydro-fracturing that enhanced ice
flow by supplying meltwater from the lake to the bed at
adepth of almost 1 km. Roeoesli et al. (2016) discovered
small stick-slip events that are influenced by meltwater
input, which were previously never observed near the
base of the Greenland Ice Sheet. Furthermore, most
recently, Mordret et al. (2016) demonstrated that the
mass balance of Southern Greenland could be inferred
from ambient seismic-noise analysis. This innovative
approach is based on measurements of seismic-velocity
variations in the crust due to changes in ice-mass loading.
According to the authors, this technique presents an
opportunity for near-real-time mass-balance monitoring
as an alternative to satellite observations, which have
limited temporal resolution.

Glacial seismic sources corresponding to sudden
mass acceleration also emit energy into the atmosphere
in the form of infrasound waves; i.e., as air-pressure
oscillations at frequencies below 20 Hz, which can
propagate for thousands of kilometers with little
attenuation. In particular, calving and iceberg capsiz-
ing events are the most prominent sources of local and
regional infrasound and seismic wave fields at regional
and tele-seismic scales (e.g., Richardson et al, 2010).
Analysis of both types of signals allows for a comprehen-
sive understanding of the source mechanisms and source
location in time and space. Specifically, the different
information carried by seismic waves propagating
through solid ice and infrasound waves propagating
through air from the same event, which may involve
impacts and mass acceleration, has the potential to
provide additional insights. Moreover, infrasound data
can be a useful complement to seismic data as it helps to
better differentiate surface events like iceberg calving
from signals emanating from other parts of the glacier.
To our knowledge, the possibility of glacial and
cryosphere monitoring with infrasound remains to be
explored, and has only rarely been applied previously
(Richardson et al, 2010; Maruyama et al, 2015;
Preiswerk et al,, 2016).

The internationally funded Greenland Ice Sheet
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Monitoring Network (GLISN) currently provides contin-
uous regional seismic observations in Greenland, includ-
ing near-real-time data from some of its stations. These
data are freely distributed by Incorporated Research
Institutions for Seismology (IRIS). However, local
observations are needed to obtain a comprehensive
understanding of glacier dynamics and glacier seismic
sources, especially because the magnitude of most
events is too weak (i.e., M<1) to be detected at epicentral
distances greater than a few kilometers (Podolskiy and
Walter, 2016). Moreover, a long-term Comprehensive
Nuclear-Test-Ban Treaty Organization (CTBTO) infra-
sound installation (IS18) for realtime nuclear and
atmospheric monitoring, located near Qaanaaq village in
northwestern Greenland, provides detailed in-situ infra-
sound observations that are valuable for assessing the
potential, and limitations, of using this geophysical
approach for cryospheric studies.

Against this background, in this paper we briefly
introduce the seismic and infrasound monitoring cam-
paign that we conducted at Bowdoin Glacier in
northwestern Greenland in July 2015. This work
formed part of a comprehensive set of glaciological
observations, organized as a collaboration among
Hokkaido University (Japan), ETH Ziirich (Switzerland),
and the University of Florence (Italy). A similar field
campaign was performed in July 2016, and the results
will be published elsewhere, along with a detailed

analysis of the present results.

2. Site and instrumentation set-up

2.1 Study site

Bowdoin Glacier (77°41'N, 68°35'W) is located ~ 125
km from Pituffic and more than 25 km from Qaanaag.
The glacier was named after Bowdoin College, USA, by
its famous 1877 graduate, Arctic explorer Admiral
Robert Peary. Itis a grounded tide-water glacier with a
calving front that is 3 km wide. The first scientific
observations of the glacier were performed during
Peary's expedition of 1894, and included, surprisingly,
time-lapse photography. These observations are de-
scribed in the corresponding expedition reports
(Chamberlin, 1895; Chamberlin, 1897). The latter re-

port presented photographs of the glacier front, near-

front ice-speed measurements of up to 84 cm per day at
the center and 57 cm per day on average, and other
detailed, mostly qualitative descriptions. Since 2013, the
dynamics of Bowdoin Glacier and the properties of its
fjord have being intensively studied through annual
Japanese expeditions and from satellite imagery
(Sugiyama et al, 2015). These more recent observa-
tions have found that the terminus of the glacier
remained relatively stable until 2008, when it started to
retreat from an elongate submarine bump oriented
perpendicular to the fjord. Close to the calving front, ice
thickness measured with ground-penetrating radar is
known to be less than 280 m. Precise GPS measure-
ments show that the horizontal ice speed is tide-
modulated and reaches a maximum of ~ 2 m per day at

low tide (Sugiyama et al., 2015).

2.2 Instrumentation

Despite some heavily crevassed zones, conditions in
the lower parts of the glacier surface enable many
locations to be accessed by foot, thus permitting direct
access to the calving front and creating various unique
opportunities for deploying monitoring instruments. In
July 2015, several sites (both on the ice and on nearby
rock outcrops along the eastern side of the glacier) were
selected for observations, to enable near-source monitor-
ing of calving front dynamics (Fig. 1). A helicopter was
used to transport instrumentation to monitoring sites
and to deliver seismic-array equipment to a location on
the central moraine a few hundred meters from the
calving front (Fig. 2). The ability to land a helicopter
near the calving front on the loose boulders of the
moraine and the availability of human resources to
manually move heavy equipment over the rough ice
surface with backpacks were crucial to the successful
and safe installation of the on-ice seismic array. This
seismic deployment is closer to the calving front than
any previous set-up.

A Guralp CMG40T triaxial broadband seismometer,
sensitive to periods up to 30 s, was installed on the rocky
coast forward of the calving front, along with a Guralp
CMG-DAS-S6 recorder operating at a sampling rate of
100 Hz and a GoPro time-lapse camera operating at 6
frames per minute. An Onset HOBO U-20 water-

pressure sensor, operating at a sampling rate of 0.5 Hz,
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Figure 1 : Map of the Bowdoin Glacier geophysical experiment setup of July 7-19, 2015. The insets at lower right show close-up
views of the seismic array. Note that a drift in the position of the on-ice stations is apparent due to the ice flow. Depending on the
station, these shifts corresponds to ~ 14-18 m of horizontal displacement in total. The inset at lower left shows a map of Greenland

with Bowdoin's location.

was deployed in the fjord to record micro-tsunamis
generated by calving events. Four Lennartz LE-3D
short-period (SP) and long-period (LP) seismometers,
connected to Taurus/Nanometrics and Guralp data
loggers, were arranged on the glacier ice in a triangular
array located ~ 250 m from the marginal ice cliff, where
icebergs are discharged into the fjord. The three SP
stations (named “IC1”, “IC2”, and “IC3") used seismome-
ters with a natural frequency of 1 Hz, and formed the
vertices of the triangular array. The instruments were
seated on tripods, as used typically for installations into
soft soil. The central LP station (“ICC") used an
instrument with a natural frequency of 0.2 Hz that was
placed on a ceramic tile. All stations operated at a
sampling rate of 500 Hz. Each sensor was placed in an
ice pit with a drainage channel for removing meltwater;
each pit was covered with a metal mesh and a high-

albedo blanket to protect the stations from wind, rain,

and solar radiation (Fig. 2).

An infrasound array, comprising four absolute
pressure transducers (from iTem geophysics) with a
sensitivity of 0.01 Pain the 0.01-100 Hz frequency band,
was installed on a hill located close to the base camp,
3 km behind the calving front and at an elevation of 270
m. Three pressure sensors were connected via 100 m
cables to a Guralp data-logger (7 channels, 24 bits Guralp
CMG-DM24 A/D converter), operating at a sampling
frequency of 500 Hz, located at the central station.
Another two infrasound sensors were co-located with
the central station of the on-ice seismic array, ICC, and
the broadband seismic station, recording at sampling
rates of 500 and 100 Hz, respectively. The aperture of
both arrays was ~ 150 m. In addition, three dual-
frequency GPS stations (Global Navigation Satellite
Systems, GEM-1) were deployed on the ice, and a

reference station was positioned on bedrock to establish
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Figure 2 : (a) Staging area for seismic equipment on the central moraine, unloaded from the helicopter. (b) Seismic station IC1. An
SP seismometer was screwed to a disk and placed on a metal tripod. Note the drainage channel for removing meltwater from the
ice pit. The yellow watertight box contains the Taurus recorder, GPS antenna, and solar panel regulator. This box is connected to
one external battery (Cyclon; 12V, 46 Ah) and a solar panel. (c) Seismic station ICC. An LP seismometer was placed in an ice pit and
covered with a mesh and protective blanket. The aluminum Zarges box contains the Guralp recorder, battery (Fiamm, 12V, 42 Ah),
and solar panel regulator. The solar panel and GPS antenna are located at the sides of the box. (d) LP seismometer at station ICC
deployed on a ceramic tile. (e) Seismic station IC2; setup is as for station IC1 — see (b) above. (f) SP seismometer at station IC2,
deployed on a metal tripod. Note that the Leica Geosystems dual-frequency GPS antenna is placed into an intentionally formed
depression in the mesh so that a consistent measurement position can be obtained. This strategy was also employed at station IC1.
Efforts were always made to ensure that other parts of the mesh were kept away from direct contact with the cable.

a longitudinal profile of ice speed along Bowdoin Glacier.
Seismic station IC1 was co-located with one of these GPS
stations. Finally, Vaisala WXT520 and Campbell
CR1000 automatic weather stations (AWS) were used to
record meteorological conditions near the base camp,
east of the glacier. A second time-lapse camera
operating at 6 frames per hour was deployed at the base
camp to monitor erosion of a glacier margin due to the
river from the Mirror Glacier. All instruments were
powered with 12 V batteries that were constantly
charged by solar panels.

Finally, we note that all four on-ice seismic stations

were visited on a daily basis to enable maintenance tasks
such as leveling, orientation, and data back-up to be
performed. This ongoing effort was required due to
intense ablation of the glacier surface of up to 45 mm w.e.
per day, which is approximately equivalent to 5 cm of ice
per day. Because the receivers moved with the ice flow
a total distance of ~ 18 m during the campaign (Fig. 1),
the precise location of each seismometer was re-
measured with a dualfrequency GPS receiver every
couple of days (Fig.2e and f). We also note that calm
weather conditions with almost no wind prevailed during

our survey, providing a low-noise environment for
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observations. These calm weather conditions were
especially favorable for the acquisition of infrasound

records, which are strongly affected by wind.

3. Results and discussion

3.1 Instrument performance

Maintenance of on-ice seismometers deployed in a
zone of ablation is known to be a challenging and
laborious task (Pomeroy et al, 2013). During our
campaign, for example, we walked an >8 km round trip
every day between the base camp and the seismic array
to maintain the array. This maintenance work is
dramatically different to the annual station visit that is
typically required in classical seismology. Never-
theless, it is valuable if on-ice installations can be
sustained via such regular visits, as they can provide
superior data to that obtained at nearby stations
deployed on bedrock. This difference in data quality
arises because seismic arrivals recorded by on-ice
stations have not experienced changes due to propaga-
tion through the complex ice-sediment-rock interface,
whose seismic velocity structure is poorly understood.
Finally, considering the relatively short duration of the
campaign, daily visits guaranteed the success of data
collection by reducing the risk of data loss due to possible
troubles with the instruments, as well as allowed to
continuously re-evaluate the performance of our setup.

Some difference was noted between the perform-
ance of the tripod and ceramic tile seismometer-
supports, which are shown for comparison in Figures 2d
and 2f. A tile was used only for the LP seismometer
(Fig. 2d), simply because the latter was larger and
heavier than the more compact SP sensors. On the one
hand, tripods have sharp legs (Fig 2f) that favor
heterogeneous pressure-melting of the ice, potentially
resulting in rapid loss of proper instrument leveling and
orientation. On the other hand, tripods provide rela-
tively stable conditions that reduce the risk of the sensor
falling. The tile, however, in our opinion better
preserves the level of the instrument, because the load is
distributed more evenly and thus pressure melt is fairly
homogeneous under the tile area. Nevertheless, the flat
and smooth bottom of the tile may allow the instrument

to slowly drift to the side of a pit, which creates a risk of
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Figure 3 : Frequency response of the seismometers used in
this study: (a) amplitude response; (b) phase response.

the sensor toppling if the pit has an open side. A further
benefit of using tripods over tiles is that seismometers
attached to disks and seated on tripods can be easily and
quickly leveled and oriented. Seismometers deployed
on tiles, however, require each of the three leveling
screws to be adjusted individually. (It is worth mention-
ing that there is also the possibility to place the tripod on
the tile, a practice adopted on Alpine glaciers).

We found that for all on-ice stations, degradations in
instrument levels and rotations of up to=+10-30° from
north can sometimes occur within 24 hours, thereby
reducing the fidelity of horizontal components for further
analysis. For this reason, we discuss only the vertical-
component traces recorded by the instruments (the
vertical component is affected too, although less so).

The instrument response functions of the SP, LP,
and broadband sensors used in this study differ from one
another (Fig. 3), which means our dataset spans a wide
frequency band with flat instrument response ranging
from 0.033 to 100 Hz. Although most seismic signals
were at frequencies above 0.5 Hz, the broadband
instrument was valuable for documenting low-
frequency events, as well as tele-seismic earthquakes
that would otherwise have been missed. Moreover, the
LP sensor installed on the glacier surface provided an
opportunity to expand the frequency band of the seismic
observations and, therefore, to obtain a more complete

dataset.
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1 hour seismogram, IC3, 18/07/2015, 08:00-09:00 UTC
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Figure 4 : Example of typical seismic activity recorded in an hour-long period by the on-ice seismometer IC3 (18 July 2015, 08 : 00~
09:00 UTC). (a) Raw vertical-component seismic trace with markers indicating the three most common types of events: short
impulsive ice-quakes, LP or hybrid events (the foot-like signals; see text for details), and major calving events. (b) Cumulative
energy (i.e., cumulative squared amplitude of a trace). (c) Spectrogram of the trace shown in (a). (d, e) Photographs taken by time-
lapse cameras covering a six minute interval before (d) and after (e) the calving event on 18 July 2015, 08 :56-09 : 00 UTC.

3.2 Seismic events

Multiple seismic events were recorded and associ-
ated with various processes, including surface crevass-
ing, iceberg calving, iceberg rotations, tele-seismic
earthquakes, harmonic tremors, lateral ice-cliff collapses
onto rock, and presumably also hydro-fracturing.

A representative segment of a vertical-component
seismic trace of 1 hour duration, together with its
cumulative energy and spectrogram, is shown in Fig. 4.
Hundreds of short, high-frequency (>10 Hz) events with
spiky waveforms are the most common and prominent
feature of the seismic data (Fig. 4a). Another type of
event, which occurs more rarely, has a low characteristic

frequency of ~ 1 Hz with high frequency onset (thus we

can call these long-period events as “hybrid” events) and
is followed by a monochromatic coda lasting up to 30 s.
Finally, calving events took place several times a day;
they are visible in the data as emergent, high-amplitude
tremors with dominant frequencies between 0.2 and
5 Hz that last for a few minutes (Fig. 4d and e).

A time-lapse video showing an example of the
largest calving event, which occurred at 08:56-09: 00
UTC on 18 July 2015, and small ice-quakes is available on-
line at https: //www. youtube. com/watch? v =
U3F6kv3To3Y. This video was produced by synchro-
nizing one hour of time-lapse photographs with the
corresponding seismic record from the on-ice station IC2,

after the seismogram had been converted into an audible
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Figure 5 : Results of /~% analysis of a calving event for data in the interval 08 : 50 : 00-09 : 00 : 00 UTC on 18 July 2015 (using a sliding
window of duration 1 s, a window fraction of 0.1 s, and frequency band of 1-10 Hz). Panels from top to bottom respectively show:
relative power (i.e., equivalent of coherence); absolute power (X 10 related to an amplitude of a signal) back-azimuth relative to
north; apparent velocity (km/s); and the low-pass filtered (i.e., <10 Hz) data trace. Marker colors in the upper four sub-panels
correspond to the relative power from the top sub-plot (high relative power implies more reliable result).

synthetic sound. Multiple smaller-amplitude signals
corresponding to ice-quakes are apparent in the video, in
addition to the major event due to calving. Following
the calving event, note the tsunami that is generated at
the coast and the brownish melt-water plume that
emanates from beneath the central part of the glacier.
As shown by this video and Fig. 4c, the majority of
seismic-energy release is due to long-period events and
calving; however, the time-lapse video confirms that only
calving can be observed visually and all other seismic
activity is not accompanied by any recognizable
processes at the calving front.

Array  analysis, in particular frequency-
wavenumber or f~% analysis, can be used to obtain the so-

called back-azimuth; i e, the angle of wave-front ap-

proach relative to north, together with slowness (i.e., the
inverse of apparent velocity, 1/Vap) at which the wave-
front propagates through the array (Schweitzer et al.,
2002; Rost and Thomas, 2002).

recorded using our array can be analyzed using this

Calving and other events

method. A description of limits of the array resolution
can be found in Appendix A.

An example of f~% analysis performed for four
stations is shown in Fig. 5. The estimated back-
in the direction 150-170°

clockwise from north) points to the real location of the

azimuth (Fig.6, energy
calving event of 18 July 2015, which is known from time-
lapse photography. Further analysis of data for the full
duration of the campaign will be published elsewhere.

Here, it is also worth mentioning that, according to
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Figure 6 : Polar plot showing back-azimuth and slowness calculated using /% analysis of the calving event of 08 : 50 : 00-09 : 00 : 00
UTC on 18 July 2015, with cumulative relative power in gridded bins. The inset indicates the back-azimuth on the map.

our time-lapse records, some seismic tremor-like signals
that are followed by micro-tsunamis (e.g., after 06 : 04 : 00
UTC on 17 July 2015) may not originate at the calving
front, but from iceberg capsize in the fjord, which
generates similar signals. The signals can be misinter-
preted as calving, as was also reported by Richardson et

al. (2010), who detected many false “calving events”.

3.2.1 Long-period events

Long-period (hereafter LP) events, with frequencies
below 5 Hz, have puzzled seismologists and glaciologists
since they were first detected, when it was realized that
signals of glacial origin emanating from glacier-covered
volcanoes can be confused with volcanic events (Weaver
and Malone, 1976; St. Lawrence and Qamar, 1979). This
type of event has regularly resurfaced in the literature
over the last 40 years, and the debate surrounding the
underlying mechanism is ongoing. Their source mecha-

nism is usually explained as an analogy to volcanic

events, with brittle fracture-opening followed by reso-
nance of a water-filled cavity or rapid flow of water into a
newly opened space (Metaxian, 2003; West et al., 2010).
Recently, LP events near Ekstrom and Roi Baudoin ice
shelfs, Antarctica, were found to occur exclusively on the
rising tide and interpreted as basal fracturing due to
upward bending of the ice shelf under tidal forcing
(Hammer et al, 2015; Lombardi et al, 2016). The most
recent Antarctic study by Lombardi et al. (2016) has
encouraged further research into these LP events and
their long-term variation. We observe a significant
number of signals in our data set that resemble LP
events (Fig.7). The key features of LP events at
Bowdoin Glacier are as follows:

- low-frequency content (e, <10 Hz),

- long duration (up to 30 s and longer),

- monochromatic coda tail (around and below 1 Hz).

Furthermore, the amplitude of LP signals is larger

than that of the majority of high-frequency events.
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Figure 7 : (a) Example of a long-period event that occurred on
17 July 2015, which was recorded on the vertical component
of three SP seismometers deployed on the glacier. (b)
Spectrogram from station IC1 for the corresponding time
interval.

Therefore, LP events can be seen at all seismic stations,
including the broadband seismometer located on rock
(Fig.8). The true source mechanisms of LP events at
Bowdoin Glacier remain to be understood, but should be
obtainable through further analysis of long-term obser-

vations, as explained below.

3.2.2 Anomalous events

Amongst other noticeable events, two tele-seismic
earthquakes were recorded, as well as several tremors
with distinct gliding spectral lines (as illustrated below).
These types of cryospheric phenomena are important for
two reasons: (i) it is known that the passage of surface-
wave arrivals from large tele-seismic earthquakes
through the Antarctic ice sheet can trigger bursts of ice-

quakes due to dynamic induced strains (Peng et al,, 2014);

and (i) it has been observed that ice sheet sliding and
icebergs can produce long-duration tremors (e.g., with
duration from 20 mins to 16 hours) with multiple
harmonics. This latter phenomenon was previously
interpreted as scratching of the ocean floor by icebergs
(MacAyeal et al, 2008), or as the overlap of many small
stick-slip events during large-scale slip of the Willans Ice
Stream in Antarctica (Winberry et al, 2013; Lipovsky
and Dunham, 2015). Similar tremors have also been
reported in volcanic environments. Moreover, it is
known that this type of event can be easily confused with
helicopter tremors produced by rotor blade noise (Eibl et
al, 2015), and we find this to be exactly the case in our
records from Bowdoin Glacier, as shown in the analysis

below.

3.2.2.1 Tele-seismic earthquakes

The vertical-component traces of two tele-seismic
earthquakes recorded by broadband seismometer CFH
on July 10 and 18 are shown in Fig. 9a and b. The parts
of the signal with highest amplitude are associated with
surface wave arrivals. These earthquakes can also be
seen in records from the Thule permanent broadband
station (station code: DK TULEG, GLISN), which is
located ~ 125 km away (Fig. 9c and d). According to
the European-Mediterranean Seismological Centre glob-
al event catalogue (www.emsc-csem.org), these earth-
quakes originated from an area to the east of Papua New
Guinea (for details see Appendix B), at a distance of
~ 12,000 km from Bowdoin (i.e., an epicentral distance of
~ 107°):

10 July 2015 04:12:41 UTC:. M6.8 - Solomon

Islands,

18 July 2015 02:27:33 UTC: M6.9 - Santa Cruz

Islands.
The tele-seismic signals are dominated by low frequen-
cies, meaning that the on-ice seismometers recorded only
the ballistic, high-frequency-rich first-arrivals, as the rest
of the signal bandwidth was below the instrument
response (Fig. 10). At this preliminary stage of analysis
we have not observed any evidence for increased ice-
quake activity triggered by the tele-seismic surface-
wave arrivals, which have previously been hypothesized
as corresponding to the largest amplitude strains (Peng

et al, 2014). Moreover, according to the time-lapse
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Figure 8 : (a) Long-period event that occurred on 18 July 2015, recorded at the broadband seismometer station CFH. Raw and low-
pass-iltered (Le., <5 Hz) data are shown by black and red lines, respectively. (b) The same event as recorded by the on-ice stations,
after application of the same lowpass filter. Data from the LP sensor are shown in red, with SP sensor data shown in other colors.
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Figure 9 : (a, b) Raw traces recorded by temporary broadband station CFH for two tele-seismic earthquakes that occurred on 10
and 18 July 2015. This station was deployed on bedrock close to the calving front of Bowdoin Glacier. (¢, d) Raw traces recorded on
the same two days at the closest permanent broadband station TULEG (operated as part of Danish Seismological Network and
GLISN), which is located ~ 120 km from the glacier (http://ds.iris.edu/SeismiQuery/by_station.html).

camera records, no calving events were observed during shows a downward dip in the time-frequency plane, with
the passage of these long duration seismic trains through between ~ 16 and 19 overtones being apparent beneath
the site. the Nyquist frequency of 250 Hz. In general, the
overtones were regularly spaced as {/f,=[integer]; the
3.2.2.2 Harmonic tremor with spectral gliding interval between overtones was ~ 12.2+0.7 Hz.

On 13 July 2015 a calving event was preceded by Previous studies of helicopter-induced tremors (e.g.,
high-frequency harmonic tremor accompanied by spec- Eibl et al, 2015) reported that “helicopter-generated
tral gliding (Fig.11). This tremor event lasted for at tremor consists of regularly repeating pulses”, has
least 175 s and was observed at all on-ice stations. The “fundamental frequencies above 10 Hz and overtones at
tremor and calving events overlapped in time for half of integer multiples”, that the “Doppler Effect causes the

the calving-tremor duration (i.e, ~ 80 s). The tremor frequency gliding”, and that “signals could be misinter-
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Figure 10 : Low-pass filtered seismogram (i.e., <0.5 Hz) showing the tele-seismic earthquake of 18 July 2015 as recorded by the
Bowdoin seismic network at (a) broadband station CFH; (b) LP on-ice station ICC; and (c, d, ) SP on-ice seismometers IC1, IC2 and
IC3, respectively. The step-like impulsive feature that is visible at 4 : 00 a.m., especially in sub-panels ¢ and d, is a boundary effect
due to filtering in hourly segments and is therefore an artifact.

preted as volcanic tremor on poorly monitored volca-
noes.” In this light, all of the aforementioned features
indicate that this tremor was artificially generated by a
helicopter’s rotor.

Helicopter activity on 13 July 2015 can be recon-
structed from a diary kept by the first author and the
time-lapse camera, from which the following time line
can be obtained. On this day, an Air Greenland Bell 212
helicopter, with an 1800 H.P. power unit and a rotor
diameter of 14.63 m, arrived at the base camp at around
15:58 UTC.

towards the base camp generated the tremor that

It would appear that this initial approach
overlapped the calving event. The helicopter arrived to
pick up a Swiss TV crew to fly them over the glacier

terminus to film two of our members standing near the

ice cliff. Later, between 16:32 and 16:45 UTC, the
helicopter flew over the team members in a series of
three loops. During the second fly-by, which occurred
close to the seismic array, harmonic tremors were again
observed (Fig.12). It appears that before 16:00 UTC
the calving front was partially covered with fog, which
obscured this calving event from being recorded by the
time-lapse camera. Members of the expedition who
were staying at the central moraine near to the ice cliff
(MF and SS) noted that they heard a loud calving noise.
This noise emanated from a direction consistent with the
back-azimuth derived from f~% analysis, which was
directed approximately towards the section of the

calving front located between the western margin and

the central moraine (Fig. 13).
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Figure 11 : Raw seismic trace (a) for the interval 15:50-16:10 UTC on 13 July 2015 from station IC1, and its spectrogram (b)
showing the emergent signal of the calving tremor, which is preceded by a harmonic gliding tremor with overtones. (c) Close-up of
the spectrogram of the same signal after it has been bandpass filtered between 50 and 250 Hz.

3.3 Temporal variations in seismic activity

Using the classic seismological technique of short-
term averaging/long-term averaging (STA/LTA), we
investigate and compare the temporal variations in
seismic activity detected by the SP seismometers.
Details of this analysis have recently been reported by
Podolskiy et al. (2016). The most striking feature was
the distinct tidal modulation of micro-seismic activity
over a period of two weeks. The results show a double-
peak diurnal oscillation in the number of events, with a
maximum of up to 600 events per hour occurring during
falling or low tides. Using high-resolution GPS measure-
ments of surface displacement, we showed that the
correlation between the number of events and tidal
activity is transmitted through strain-rate variation

(Fig. 14). The strain rate corresponds to local extension-

al stretching of the glacial surface, occurring mainly in
response to increases in air temperature and falling tide
velocity, which reduce back-pressure on the ice cliff.
The increase in extensional strain rate is favorable for
tensile co-seismic fracturing. A cartoon depicting this
mechanism is shown in Fig. 15. Additional details are

available in the original paper (Podolskiy et al., 2016).

3.4 Infrasound events

The infrasound array (Fig. 1) operated continuously
from 8 to 19 July 2015, during which time several
thousand infrasound coherent signals (hereafter called
“events”) were recorded, emanating from various
sources and directions. Analysis of these events
reveals the existence of three main types of signal, with

distinctive waveforms and source areas (Fig. 16). Here,
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Figure 12 : Spectrogram of the harmonic gliding tremor signal generated by a helicopter (recorded at station IC2 for the period 16 :
30-16:50 UTC on 13 July 2015 after bandpass filtering between 50 and 250 Hz).
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Figure 13 : Polar plot showing back-azimuth and slowness for the calving event of 15:50:00-16:00:00 UTC on 13 July 2015,
determined from f~% analysis with cumulative relative power plotted in gridded bins. The inset indicates the back-azimuth on the
map.
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Figure 14 : Absolute and hourly extension of the glacier ice surface between GPS stations B1501 and B1502. The plot at lower left
shows this extensional strain as an anomaly (i.e., a deviation from the mean) against the anomaly in a number of seismic events; the
scatter plot at lower right shows that the correlation coefficient between the strain and the seismic activity is 0.67 (after Podolskiy

et al., 2016).

several examples of the most typical (i.e., frequent) types
of infrasound events and their characteristic waveforms
are briefly introduced. More detailed analyses of the
infrasound activity will be published elsewhere (Genco et

al, in prep.).

3.4.1 Infrasound array analysis
The full infrasound dataset was processed using
This method

allows for the automatic discrimination of coherent

multichannel cross-correlation analysis.

signals from noise using a coherency threshold (e. g,
Ripepe and Marchetti, 2002) and is based on the
assumption that real infrasound signals will be coher-
ently recorded at the different sensors of the array, while
noise will not show any correlation across the array
(Marchetti et al, 2015).
the entire dataset using a sliding window of length 3 s
The

This procedure was applied to

and a 0.3 s shift between successive windows.

data in each window are characterized in terms of the
back-azimuth and apparent velocity of the energy
contained within the window as well as a coherency
index, which can be used to discriminate between
windows containing signal and noise (Ulivieri et al., 2011).
Examples of the results produced using this technique
are shown in Figure 17.

The array processing technique was repeated using
infrasound data filtered in different frequency bands,
which revealed that the coherent signal is concentrated
in the 0.5-10 Hz frequency range and shows a peak in
the 1-5 Hz band, as is consistent with other observations
on mass-movement-related phenomena, such as snow/
ice avalanches (e.g,, Bedard, 1989; Ulivieri et al., 2011) or
calving events (Richardson et al, 2010). A total of
~ 13,000 detections (i.e., individual three-second win-
dows with a coherency index exceeding the threshold)

were extracted from the ~ 260 hours of continuous
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C

Figure 15 : Cartoon showing the dominant mechanism driving micro-seismic activity at Bowdoin Glacier: (a) longitudinal cross-
section of the glacier with an on-ice seismometer shown by the red triangle; (b) the crevassed area near the calving front at high

tide; (c) the same area near the calving front at low tide.

infrasound recording. Over 90% of the detections fall
into three distinct back-azimuth sectors, suggesting
three main source areas (Fig. 16a). Differences in
waveforms, durations, and amplitudes of signals originat-
ing from these different sectors suggest the existence of
different source processes for each of the observed signal
types, as also confirmed by seismic data, time-lapse
photography, and direct observations (Fig. 16b-c). In
the following subsections, these three sources are
introduced and discussed. We note that the aforemen-
tioned helicopter traverse (section 3.2.2) over some
stations of our infrasound network (e.g., ICC at 16: 34~
16:44 UTC on 13 July 2015) also produced distinct
artificial signals with clear monochromatic spectral

content.

3.4.2 Calving-front events
Before introducing calving-front events, we need to
remind that infrasound and seismic waves are sensitive

to different source physics (Richardson et al, 2010). In

general, infrasound is generated by mass acceleration
leading to displacement of air volume, while seismic
signals are mainly produced by release of elastic energy
through brittle failure of material or slip, and, in case of
calving, an interaction of icebergs with water, ice and the
ocean floor (for a detailed discussion of calving seismic
emissions see Podolskiy and Walter, 2016).

The largest azimuthal sector from which infrasound
signals are observed, spanning back-azimuths of 220°-
266° (Fig. 16¢), coincides with the full extent of the
Bowdoin Glacier calving front, which is situated between
2950 and 3700 m from the center of the infrasound array
(Fig. 1). Despite the limited number of signals recorded
in this sector (i.e., 2.2% of the total number of detections),
this class of event is interesting in terms of the
complexity of the recorded waveforms, duration of the
events, and the amount of energy released. Analysis of
the infrasound-array data identified 33 calving-front
events with durations spanning from a few seconds to

several minutes. Sixteen of these events are clustered
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Figure 16 : (a) Number of detected infrasound events as a function of back-azimuth, with different source sectors highlighted by
colored bars. (b) Example of infrasound signals produced by calving-front (top), ice-chasm (middle) and Mirror Glacier River
(bottom) events. (c) Photographs of the identified source areas, annotated with back-azimuth ranges with respect to the array
center, for the calving-front (left), ice-chasm (center) and Mirror Glacier River (right) events.

in three main calving episodes: July 10, 03:21-03:26
UTC; July 13, 15:58-16:03 UTC; July 18, 08:56-09: 00
UTC. The other 17 events are shorter in duration and
All of

the recorded events show amplitudes below 1 Pa at the

often consist of a single pulse or only a few pulses.

HLL array, but are also clearly recorded at stations ICC
and CFH with comparable amplitudes. Assuming a
sound velocity of 320-330 m/s, which is reasonable for air
temperatures between 0 and 10T, the time delay
between the three sites (Fig.18) and source back-
azimuth with respect to the array are compatible with a
source located on the calving front. This analysis
therefore provides strong evidence that calving is the
process generating these events. Seismic records, time-
lapse camera images and direct field observations
confirmed that these infrasound signals were generated

by calving events. For example, Figure 17 shows the

infrasound signature of the seismic event presented in
Figure 5 (e, July 18, 2015) for the same time window.
The infrasound-array analysis provides a back-azimuth
of 225-230°N, which is comparable with the source
position obtained from f~% analysis of seismic-array data
that was also validated using time-lapse photography
(see section 3.2). Closer inspection of the infrasound
traces reveals that each calving event, and particularly
those with longer durations, consists of multiple discrete
pulses of short duration that repeat at intervals of a few
seconds, and sometimes merge Into a continuous
oscillatory phase with a duration of a few seconds.
Spectral analysis shows that the main frequency content
of these signals is between 0.5 and 5 Hz, peaking at ~ 2

Hz, which is consistent with seismic observations.
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Figure 17 : Results of the multichannel cross-correlation
analysis performed on infrasound data in the 1-10 Hz
frequency band using a sliding window of length 3 s and a
0.3 s shift between successive windows. Acoustic pressure,
coherency, apparent velocity, back-azimuth and infrasound
trace data (band-pass filtered in the 1-10 Hz band) are plotted
for the same time period as shown in Figure 5 (i.e., 08 : 50 : 00—
09:00:00 UTC, 18 July 2015).

3.4.3 Ice-chasm events

Close to base camp, at the location where the
proglacial stream emanating from the terminus of
Mirror Glacier enters Bowdoin Glacier to become a sub-
glacial stream, an ice chasm and a gorge have formed
that are prone to collapse (Fig. 16¢). The morphology of
this ice chasm area evolved during the observation
period via repeated serac falls, which produced clearly
audible sounds, as well as sharp infrasound pulses that
were recorded by the nearby HLL array. The more
energetic ice-falls were also recorded at the more distant
stations ICC and CFH. These ice-chasm events are
characterized by simple waveforms that consist mainly
of a single pulse, sometimes followed by a short coda of a
few oscillations, with a maximum total duration of a few
seconds (Fig.16b). Peak amplitudes are generally
higher than those seen for calving-related events, but are
significantly reduced at stations ICC and CFH, where

signals from ice-chasm events are often barely observ-
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Figure 18 : (a) Infrasound signals (i.e., pressure) for the calving
event of July 13, 2015 recorded at the ICC and CFH single-
sensor stations and the HLL array. (b) Close-up view of the
infrasound data for the highlighted time interval. Despite
small differences in the character of the signal, the traces
recorded at each of the three locations clearly show
correlated pulses with constant time lags caused by the
different source-receiver distances.

able. Infrasound signals from these events have a
spectral content that shows a strong peak at frequencies
between 2 and 3 Hz The relationship between
recorded infrasound signals and this ice-chasm source
process was confirmed by direct observations, which
were easily made due to the proximity of the ice-chasm

to the base camp.

3.4.4 Mirror Glacier River events

Surprisingly, the vast majority of detected events
(e, 87%) are associated with signals that have very
small amplitudes and back-azimuths between 110 and
120°N. These azimuths are consistent with the position

of a turbulent river that flows from the terminus of



Seismic and infrasound monitoring of Bowdoin Glacier 33

Mirror Glacier (Fig.16c). These signals are barely
detectable, lack a characteristic waveform signature,
have amplitudes that are comparable to the noise level,
and are not continuously detected over the observation
period. Rather, these signals are detected from time to
time in episodes lasting a few hours, whereby the events
increase in number and amplitude before eventually
subsiding (detailed analysis will be published elsewhere).
These events have a relatively broad frequency content
in the 1-20 Hz band. The absence of a well-defined
waveform signature and the emergent nature of these
signals seem to suggest that these events are related to
changes in stream flow, and may in fact reflect changes
in the melting rate of Mirror Glacier. However, this

hypothesis needs further investigation.

4. Summary and outlook

This paper presents examples of seismic and
infrasound records obtained during a short but fruitful
geophysical experiment in July 2015 at Bowdoin Glacier
in northwest Greenland. This data set has already
provided important and novel insights into glacier
dynamics (Podolskiy et al, 2016). Further analysis of
the unique combination of seismic, infrasound, tsunami,
and geodetic time series is ongoing, and will be published
elsewhere (Genco et al, in prep.; Minowa et al., in prep.;
Podolskiy et al, in prep.).

Seismic signatures (or lack thereof) from a variety of
processes remain to be analyzed, including subglacial
water tremor, since the array was located close to a
turbulent meltwater plume, and a large-scale rifting
event, which presumably started on 14 July 2015 and led
to the major calving event of 27 July that occurred after
the field campaign was concluded (Fig. 19). The plume
and the rift activity may be related through subglacial
melting, which could induce an additional downward
bending moment on the overhanging ice cliff.

In July 2016 a more ambitious geophysical experi-
ment was performed at Bowdoin Glacier, with a larger
number of seismic and infrasound stations, deployed
near or at the glacier to obtain short- and long-term
observations. Eight infrasound sensors were arranged
in pairs, forming an approximately triangular array at an

elevation of 460 m at Sentinel Nunatak in front of the

Figure 19 : Photographs of the calving front before and after
the major calving event. (a) Meltwater plume and newly
formed rift as seen from a helicopter on 20 July 2015; the
white spots over the plume are feeding birds. (b) Calving front
of Bowdoin Glacier after the calving event (28 July 2015).

glacier. Three time-lapse cameras and a radar were
also installed. At the same time, eight seismic stations
were deployed directly onto the ice in two triangular
arrays. One array, consisting of four short-period
Lennartz LE-3D/1s seismometers, was located approxi-
mately at the same location as in 2015 (Podolskiy et al.,
2016); the other was set ~ 1.5 km up-flow of the first.
This second ‘upper’ seismic array included one Lennartz
LE-3Dlite MKIII/1s placed at the glacier surface and
three Lennartz LE-3D/BHs borehole seismometers
deployed at a depth of slightly less than 3m. This depth
was chosen to assure melt out in the next summer
season. The seismometers were connected to DATA-
CUBES? recorders produced by Omnirecs (a GFZ spin-off
company in Potsdam, Germany), two large Cyclon or
Block-Power 65 Ah batteries, and solar panels. The
borehole seismic array had an aperture of ~ 250 m and
will be left in situ during winter 2016/17, with the
recording system switched to energy- and memory-

saving modes (i.e., cycled GPS recording at 50 samples
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Figure A1 : (a) Geometry and (b) array response function of the Bowdoin Glacier on-ice seismic array computed at 1 Hz. Dashed

ellipse indicates the resolution bounds.

per second for 4 out of every 40 minutes). Contrary to
surface seismometers, the borehole sensors do not need
maintenance. If the array performs well under the
harsh polar-winter conditions, and instruments can be
safely retrieved in July 2017, we anticipate gaining
further valuable insights into long-term seasonal varia-
tions in glacier seismicity, especially related to changes
in subglacial hydraulics and LP events. The experi-
ment will also serve as an assessment of the perform-
ance of the compact, lightweight, and low-cost DATA-

CUBE? recorders in the challenging polar environment.

Appendix A: Bowdoin array response func-
tion

For understanding examples of array analysis and
its limitations, we need to introduce the array response
function (ARF) of our array (Fig. Al).

represents the resolution quality of the array for signals

This function

of different frequency and slowness (e.g., Schweitzer et
al,, 2002; Rost and Thomas, 2002).
our array (Fig. Ala), the largest observable (i.e., Nyquist)

For the geometry of

wavenumber £ is, in theory, less than 0.04 rad m™, which
corresponds to a shortest observable wavelength of 25 m
The shape of
the main ARF lobe (Fig. Alb) indicates that the relative

(i.e., any shorter wavelengths will alias).

power of the array response shows a rapid drop in the
center, meaning that energy falling into the yellow

region (<0.006 rad m™) is suppressed. The longest

observable wavelength is approximately equivalent to
the aperture of the array, or to ~ 160 m, which means
that at larger wavelengths the response of our array is
equivalent to the response of any one station (i.e., all

sensors are excited at the same time).

Appendix B: Tele-seismic earthquakes

The association of aforementioned tele-seismic
earthquakes with particular recorded events at Bowdoin
Glacier can be verified by estimating the arrival time of
the fastest P wave arrivals, which were diffracted along
For
example, the first arrival at Thule for the signal seen on
10 July 2015 was at around 04:26:53 UTC (Fig. 10a),
which is consistent with the ~ 14 minute travel-time
that is predicted by the IASP91 Earth model (Fig. B1).
Similarly, the first arrival at Thule on 18 July 2015 is seen
at 02:41:53 UTC (Fig. 10b), which also corresponds to
the expected 14 minute delay.

the core-mantle boundary (i. e, the Pa# phase).
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Surface mass balance variations in a maritime area
of the northwestern Greenland Ice Sheet
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We conducted shallow ice core drillings at two sites (SIGMA-A: 1490 m a.s.l, SIGMA-A2: 1750 m a.s.l) on the
Greenland Ice Sheet to estimate the past surface mass balance for several decades. The ice cores obtained from the site
SIGMA-A2 were composed of dry snow layers. In contrast, the shallower parts of the ice cores obtained from the site
SIGMA-A were composed of ice layers and wet snow layers influenced by surface melt water, and the deeper parts
were composed of dry snow layers. The reconstructed surface mass balance at the site SIGMA-A decreased since 2001
when melt water influence increased. Because the amount of precipitation in this region has increased recently, we
suggest that the low surface mass balance since 2001 indicates that run-off of melt water from the ice sheet has
occurred.
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Figure 1 : Relationship between elevation and annual surface mass balance

of the sites in the (a) northwestern region (latitude>75°N

, longitude

>50°W), (b) central western region (latitude 70-75°N, longitude >40°W),
(c) south region (latitude <70°N), (d) northeastern region (latitude >75°N,
longitude 30-50°W) and (e) high-elevation region (elevation>3000 m) on the
Greenland Ice Sheet. Data by Bales et al. (2001).
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circles. Data by Bales et al. (2001).
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EHE SN TS 2007 FICHRAMEZ R L7z, RAE&E
WA Y B 4EEEL 1975 205 2010 4E F TOF
fEAS0.27m weq. yr 1 TH Y, 1975 EH SBAEIZ
T T @M% R L, $12 2001 4F DRI i 2 7R
L7z, KIS S e Ao 72 1985 4E LLRT O P4 4F Jg
‘ ; JE1x 0.36 mw.eq.yr~!, 2001 4£LAFEIZ 0.18 m w.eq. yr!
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igure 4 : Photographs of ice cores at o m depth (top) an R - B
m depth (bottom) obtained from the SIGMA-A site. 52011 FFTOFHEMERINTIL0.24 weq. yr!
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Figure 5 : Vertical profile of MFP (Melt Feature Percentage) of the ice core obtained from
the SIGMA-A site. MFP is shown by percentage of ice layer thickness in 0.1 m weq. of the
ice core.
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Figure 6 : 6D profile of the ice core obtained from the SIGMA-A site. Solid triangles indicate
minimum 6D peaks identified as annual boundary layers.
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Figure 7 : 6D profile of the ice core obtained from the SIGMA-A2 site. Solid
triangles indicate minimum 6D peaks identified as annual boundary layers.
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MRON7Z. WA b THEIE S NFERERIE =0
fillE, B 1R L72Bf7iige T S e il o dE PN 12
H 5 (eg Bales et al, 2001).

M8 2/ —rT vy FFa—LEEELM (V1 M4
Pituffik, dtf 76 B 31 4359 43, P& 68 B 45 43 00 75,
e 77 m) CEI S NAE B E OREZIL R T
C ORI, KENEF KT @ National Center
for Environmental Information ® 7 = 74 4 F TR S
NTWLEKEOHTPEHEOT— s 268 L7z, s
SNTWVE T —F13 1982 £ 5 2006 4 F TH 5 %5,
SIGMA-A 27 OAERBIFIZHA 5 M7z &9 2 A EN %2
<, B LAEINL Tw A BN

F 2 — VZEFE L TEIA S I ks o B 2L
W)= PR TROND NL Y REETD L,
SIGMA-A H A4 F DT A4 237 TRS NIERBEDORA
A%, SIGMA-A ¥ A b CHFEES ML TnbZ &
L TW5, SIGMA-A 4 MZBWTHFEICHS T
LRI, BKOWH, ¥ HIFHIEZSNL. S
#eLHIFNZOWTIE, MR RRT — 5 & 72
VETHY), HEFETIZZO L) BRIITICE D T — 75
Bz, 2 TEHRAAKORHICOWTOARER Y
4. SIGMA-A 4 M, 20m EOEHEIZ -20T & o
12 < (Yamaguchi et al, 2014), EZ|ZFKME T L 726t
fERDHEZ NIZEE L TR L OMREERT 5, W
bW 5EEW BT % (Benson, 1960; Miller, 1962). 7K
IR TR N T20, BUFKDPES T 2055 s
HZEITEFEIIEZOL W, LaL, 201247 HIcAThH
NBITIE, B4R ISR & 72K oD 2011 4F 4
W75 2012 FFFRWNCHERE L 72T R A%, 0L\ 3K Tl
fED IOV RFEARINZE L, EEIYT AFREICRD &
Bloh7-) FEP0OEICEDLIENRINES 7

(Yamaguchietal, 2014). Z® & &, 2011 IR S
ToKARNLIZ0%E L 72 B RKIC X - TRl 5 2 L 137 <,
AR AR DK A2 AR L Cvde, D F Y, RERFEKD
—#IEZ DEOHF N THAKEE T, FAEITER S
TR EABEIL, BEH T L2000t Lzl hek
Wb, o T, SIGMA-A TA AT mHETL ST
SERIEDVTAEDRANL, = oI CId F I Al AYHE
L, BEARDO—EBIEE /AN, LK L2 EPERT
HoHEHMTE L.

SIGMA-A, SIGMA-A2 TOEAIZSIN S 7z EkkIC
V2L FE . ZoifgRlE, SIGMA 7eY =7 b (fR
FOFARMR, JSPS A% JP23221004) K UF GRENE
FEALmSUEZ B T O L FEITEIC Ttz 7z,
JSPS BHiff 2 JP26400460 K Ut i & A A AR A 4 1 38
FrdL[Fmrse o Bpk % 9 13 72,
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rEBLZ. EEMEEY -T2 (T v r) 256 18 km LiZfiiiE L T\w% (SE-Dome ;
67.18°N, 36.37°W, 3170 masl). #EHIFLOKIEIZ 20 m BIZBWT-20.9CTH 7. 201548 H
(23 7AHARZE A S, RIERHET T OIRZE I B W TEEIE R BERZEENE 7 Eowil 2
TN DM Th Tz, ZOFEH, SE-Dome 27 OKALEE X 83-86m, #HE=EIIH 1.0mwe yr ' T
&7z, SE-Dome I 7IIKIKD F— 2L L LCIIHEd HEEROMIBLO—>TH L. EFHKILERE
722 A, TB0kgm P L EOEEICBWT, SE-Dome I 713 @ W OMEREISHOEE I 7 XD
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Shallow ice core drilling and preliminary analysis at South-East Dome,
Greenland

Yoshinori lizuka'*, Sumito Matoba', Shuji Fujita’, Kunio Shinbori', Tetsuhisa Yamasaki’,
Atsushi Miyamoto', Akira Hori’, Takeshi Saito’, Ryoto Furukawa', Shin Sugiyama', Teruo Aoki’

In order to understand 1) temporal variations of anthropogenic aerosols from European regions under the
Icelandic Low with high time resolution, and 2) the snow densification mechanism at a high accumulation dome in
Greenland, we drilled a 90.45 m ice core in a high accumulation area of the southeastern Greenland Ice Sheet. The
drilling site (SE-Dome; 67.18°N, 36.37°W, 3170 m a.sl) is located 185 km north of the town of Tasiilaq in southeastern
Greenland. The ice temperature is -20.9C at 20 m depth, and the site has an average accumulation rate of 1.0 m w.e.
yrtin water equivalent. The ice core exhibits distinct firn densification. The close-off density of 830 kg m™ occurs
at 83.4-86.8 m depth, which is about 20 m shallower than predicted from an empirical model. In the region where the
density 0>750 kg m™, the densification appears faster than according to the empirical model.
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Greenland Ice Sheet, South-East Dome, ice core, snow densification
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1. [FUSHIC

MHOK R CHEI SN D 7 A4 A a7 IdhBsE%ETd 5
FENRY =V TH 5. MHIKIR O SR s R IR OB
RIS A FLEE L TV A, BFIC F— A L IHEN B KR TE
AFMA 5 DIKDREGEA 2\ 72 O VTG E D BVl BB
TLET L) Z TRV THL, THInoBERNLH I
NETELCOKKRIT THREIAITONTE 72, BB
Tl Dome Fuji (Watanabe et al, 2003), EPICA DML
(EPICA community members, 2006), EPICA Dome C
(EPICA community members, 2004), 7'V —> 5~ F
I2B\W T GRIP (Greenland Ice-core Project Members,
1993), GISP2 (Grootes et al, 1993), NGRIP (North
Greenland Ice Core Project Members, 2004) 7 E23f 3
BTN RKR N =237 OB THLTHEH. —
BHNZINHDKIRF—La Tk ]) LTV 70
AR IS, 2) iR TR R SR W 72 0 | R s &
WO R D D, ) o ZARIRARE R MR O KR 2
TI\XEFEDOZE Y, B TEICh I 5 REDOHE
TERWREICT S, LA Lass, REEEId i REL
TCT & DIREM I fRRE 2o < L, Mt | 2B 28 i 2 32
AT —EHHEREARIEL 9 % (Kameda et al,, 2008)
EWVH D 5.

7)) =Ty FRRIEAEERO ARG EIEIC T <,
FONARFEWE 2 /7 LT\ 5. RN NBRIEY
BIIHEERE, R, AR, 7T v s Ry s
P55 (IPCC, 2013). SNHOZT Y VIES ) —
VT v NOK I THERGERBE SR 72 4 (e.g. Fischer et al,,
1998). ALVHER CIIRIEADEE Z 21T, MEHBTIRT
A AT v MEGTE DB % 521729\ (Buchardt et al,

— — W
ow ow »
Elevation in (m)
—_—
0 500 1000 1500 2000 2500 3000 3500 © 500

1075 F# F— 2 (SE-Dome) DAL,

MAEMM). A R — 25Tk,

EAOE W, AR ORI S Bl E OER ORR

2012). JLVEEOT A A 27X T VT % Lo b KR
HEINDANBIREWE & ATW5 (Boryetal, 2014).
5T, FEECldVb W 2 SRR O WIN R Lk H
ko NAREWE % R L Twb (McConnell et al,
2008). FTAEA T —VOSBELAB L L TIEALmIRS)
(Arctic Oscillation) b AVE ##=E) (North Atlantic
Oscillation) 2SHuISY 72 S SIRTE, SR, BEKE 28
B2ZTwaEz6N%. 2)0o/zs )= KO
it |2 & BIEFRE BRI R RMEOE NI DOWTIE, £ iTiEE
PN X278y =7 A ThbiIL T\ (United States,
PARCA project; German, NGT project; e.g. McConnell et
al, 2006). L2>L7%4%5, BHREBIZZE MiXEHED S £
DITHONTW R WIS TS V), HERBEEITCHIES A5
Thb.

Frld 7)) -7 FEEBOMBEEF—AI12B0
T, KBEHEERL:. CoRHIOBMIETY) -
Y RIZBI 5 EEE ORI B O R % % H
L, EFEONBRFELT O NVOEELHGT 5720 T
HhH. ZOWHIIHROEKEII =T —12koT
THYTATTHY), UIAT 47 ANEORN AL
Tofz. AT, TTIAMRICEEI N TV 25
(Tizuka et al, 2016a; 2016b) =Z#IZL, {7 o =
7 b EEINAAT OB & 5T 5.

2. fiffzRithisg

RN T (67.18°N, 36.37°W, 3170 m asl) IZH 7Y —
YTV FIRROET Y ¥ —F 7 H 540Ky 185 km 127
BESA (1), 70— 5> FKEDREH NI
Summit (GRIP/GISP2) T Summit 2> 5 i (255K 38 A3

3 Tasiilag '100 k'm
65" n 65'
320" 322" 324° 326" 328" 330°

he fete 2

(Helmetal. (2014) & 7)) — > 5 ¥ FKKS

Figure 1 : Left: Location of the SE-Dome region. The base map was produced from Helm et
al. (2014). Right: Contour map of the SE-Dome region.
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KT 5b. ZO5KFEIFHHEITE, B aE L,
A D43 KX Dye 3 %38 1) Narsarsuaq L ET
M FT 5. BETAOGIKEDUIZHES 3170m @ F—
AP ENTBY, oK —Ai)"%‘lﬁl@%ﬁ‘{ﬁ' WETH
% (DA#s, BEHF— 24 F 7213 SE-Dome &\ 9). 25
3000m ML EDOFEE F— 2R S TR ERIE, 2
DOIKKED TIZAEHE ENTwDH 2 & (Bamber et al,
2013) REEENAEWVWT L (Burgess et al, 2010) 7%
ZAHbN%H. BMEF—240TFitilid Helheim Glacier,
Fenris Glacier, MIdard Glacier 2554, 2415 DKl
Sermilik Fjord (ZHiHi3 5.

T VY =7 ORI (Danish Meteorological
Institute) (2 &AUE, ¥ ¥ —F 7 ORIKOFEEIIMD 7
=252 RO L1 RAR->TBY, BWREERKE
ERT L L BIATI RO KD D B, IO XM
FALKREEEISER TS 7 4 27 ¥ MRKRTEIZ & - THA
ENTwb (Pedroetal, 2012). M F— 24135 ¥ —7
7 LD ZFE o Tnwb EEZ BN,

WL ODPOETIVRERIFNT AR N — & OSUREIRGE
Rl E T EE L TWwb (Bales et al, 2009; Burgess et
al, 2010; Hall et al, 2013; Howat et al, 2014; Helm et al.,
2014). INOHOWIZEITHER F—208%E LT, 1) 7
) =¥ 7 ¥ FKIRETHEOWEIR 3000 m P b o ;
2) 67°N 12 L TITHEMIES Th V) FF T 5 AS - 20T
DF:3) Z7UV—r Iy FOF—20—DTlHERZ
0.6~0.8 m water equivalent (w.e) yr! 7z &%z T
H. MR F—A2TRINEINTARITIZT)—-rF >
RO K — A The b EifER T 0 LB IURO R % £
D, IS ORI AED NI IRY) B D2 ) % w5k [
TIRRE T T X 2 B S 5.

MR F—201dt30 km OHE (67.5N, 36.1 W) 125
W, 2002 FEICEKBa T SHHEI SN TWwS. ZOT A X
I7IXDAS2 a7 LI TE Y, 1936~2002 @ H 4
DOKERIIH0.9mwe TH Y (Pedroetal, 2012), 4
FEOUHEYE (HERE) OMK L FEFORMBEL 7V
I (BESSGRIR) OfKA A SN Tv5 (Bantaetal,
2008).

3. IR

BHIRRBEEY > =T 70T =7 ) =T v FH»L
A1) a7y — (Bell2l2) #Fv—4%—L, WExE % —
T HEE N — LS L7 AR R R Ak
#1700 kg, ZEEEHAA VY~ 180L, FAEHOETH 80 L
Tdho7z. 201545 H I8 HEIMKE 3 #A2S K ) v—

X, BREL AR RERT Y MEEDICHEE AL
L, 2200 EET > MEWHIT  MERELL. 2O
%, 18 El%"iz')‘% 20HETTYF—=FTHY, WHHIT >~
FAEEE L2 B2 H¥EHI T >~ P2 FRRkE L7z, 21 H
5, Eﬂiﬂﬂﬁ%ﬁZ%ﬁ‘zﬂfﬁ R, e, BT b
ELICHE N—A BB L. 22H525 27 HZE TH
- HHElE L7z, 28 HICHU R L7272, 6 H2HE
TTIVH=FDIDICE Y 2T v TT54 MH%l, &
Wl7z. 6 H2HICBIMRE S ALl —Ho7 1 A
AT RS =T 7L BMOY Yy 2Ty T T T
A MP6HABIZERBIN, FKRYDT A A7 LHEMN
ITRTCY V=T 7 ks 74 A7 EKEEHK
5 =97 DA—=8—<—7 vk (the Pilersuisoq gen-
eralstore) O —20C DIRZRICRE SN/, TA AT
EOKEEHZ 20ft oW dH T 7 FICR SN, kiR
HEUNG-A AKITA 00132 &> T, ¥ =776
Aalborg, Denmark Z#&H L, fASFEE CTHixsh, 8
H 24 BZAGilE & R AARR R A ST O — 50C iR %

WRRE SN, TA AT T7TREFHE -25C U T OBRET
gk Sz RFATTRT ORIREIZB VT, 71 X
37 DA OBAEN %  REOIRE TR I N2 &
ZHERR L 72,

4. 7A X7 HEH|

HH 7 > PR R VDX Yy T4 v TR, TA A
T O F G 72, EHIA IR A A FE T OB AT
2002 FFICBA%E L 7= O BBV EKE) 7 A 2 a2 7 HEE] > A
FL[EZTH Y V2] THb (Shiraiwa et al, 2003;
Matoba et al, 2014). FEHIOHEE LK 100kg TH 5.
PEHIBRIE T A D3R, 3RO NI T7BOT v F
MV ZHBONT WG, I 7 NL VIR0 E S 245 <
FT57202, Ty TREIATEIIGPNT D, 28
wILD720, FYIVTAMIIT7ALLVOREEFE LT
TS, KxlZ4G@EGy vy ) vy =8y
) U EE % 25 (HONDA model EUL6; YAMAHA
model EF23001) JEHIICH W2, B CTHERTL7:9
%ﬂ%%/ff%$é<MILt.5HWB,ﬁ&u
195 B OHRH] % #ETHRE 90.45m O T A A 3 7 HitHl % #%
TLZ FHOT7TAAa7EIZ0.479m THY, 54.95
BHAZELZ. I 7HRIGEEIZ1.66mh! TH S, i
Hitk, 74 237 ORMVEIZIT, EigEs 7423
TORESERELE. TAATATIRWL OO KE &
ATV, ZOIRFEAEIZ0.02m U T THo 7.

P, T2 TPRHIFLREE 2 e L7z, FLNIREEA
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FEIEY—3I AF —+ ¥ DEDiREET (Techno-seven
model BYE-64 T and D corporation model TR-52) %
W7o RERTOREL0.1CTHh 5. HHIFLIREEIE =
1oL EOMWHIT » FAO=EIRIZ-15.2CTh o7z,
R 20 m 12 25 A TRE L 72 —20.9C Th - 72

5. (EBENIE ERESH

20154E 9 H225 12 A2 ¢, MR =E I B v
T, W, OPDOERGH 24T o 72, WEIE B (L85
PNV EEEENGE, X MR EENE, EAUREENE, W
BRI, ORNEERGE THD. AETIIZ0) biE
gz, NV 7 EmENE, XSS ENE, BRREE
FENZDWTIRNRD . WV BEEIL 189 RDET A 237
trvarofflEEFIEL, BlL XA
% (Horietal, 1999) |2 & - T SE-Dome I 7 & #i# EE
TUuT 7 ANVER CORETIR, TAaVryaTEE
W5 X MOMEZ 37 HEO SO 57z X
MBI CHET 5. KOE S22 X BIRIE
DFIERZ HWT, X BOMEZ BEICERT 5. BE
707 7 A NVOZEESREEE lmm TH D, KiliA x>
b EZIUIEDWIFEREHEE T 5 720 ICERLEE %
Wiih®w a7 7 4L (DEP) #ETHM L7 (Fujita et
al. 2016). Z @713 250 MHz O %8 it &35 FE o i
M7H T ANE/LIENTEL, BRIGEE 70
77 A INVDOZER 3 ERENL 20 mm TH 5.

6. BEJOT771)

B2 1NV EETOT 7 A VATRENT WS, N
JHEEIL., EE13.8m Th0kgmP 24, H#EE20.2
m T600kgm™ 127 -7z, % 550 kg m™ 1 419 70
JEERACBRR IS B W TEHELRRETH D, Y 2k
T OIS HEED SEAL 7 ) — TN K B Tk OL T

CER AN ZXLDPENT DHELEEILNTVDS, &
72, L 600 kg m™® (ZHEMY 2 Tkl T O FREC /3 HE R 25
R LB HEELEFEEZ LN TS (Fujita et al,
2014). FOf%, NV EEE BE 64.0m T 760 kg
m3I27% o7 BET0kem31E, KILTLHFEFTHLD
EEET ANV BT, B2 ) — TEESE R A7
ZANEBRBEEZONT WAL HEETH S (Salamatin
et al, 2009). /N7 EEIL, B 86.8m T 830kg m3
W22, KIE L7z XMREES OV 7 B LTI UAY
KEh, BE8.4mT80kgm? Il »7z. fids
)= FTHREIENZTAAaT7 LT 5 e,

SE-Dome 2 71& & W<, X0 coxkibL Tw b
Fze b o.

7. SE-Dome 7 DHESE

XWEETTT 7 A NVDPH3IIIRENTVS. X
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Figure 2 : Density profile of the SE-Dome ice core.
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Figure 4 : Density profiles of the SE-Dome ice core (black) and
Herron and Langway’s model (red, green, blue).
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Figure 5 : Compactive viscosity from the SE-Dome ice core

(black circle) and an empirical model (blue and green;
(Nishimura et al., 1983))
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Snow and ice algal communities and their effect on surface
darkening of Arctic glaciers

Nozomu Takeuchi!

Snow and ice algae are cold-tolerant photosynthetic microbes and grow on glaciers and snowfields worldwide.
Organic matter derived from the algae possibly causes recent darkening of the Greenland Ice Sheet. To understand
the relationship between Arctic warming and biological glacier darkening, it is necessary to know the geographical
distribution and ecology of snow and ice algae on glaciers in the Arctic region. In this paper, I review recent studies
on snow and ice algae on glaciers in various parts of the Arctic, including Alaska, Suntar-Khayata (eastern Siberia),
Svalbard, and Greenland. Comparison of the algal communities and their darkening effect revealed that there are two
processes to darken the glacial ice surface associated with algae. One is the darkening by the bloom of green algae
with dark-colored pigments (mainly Ancvionema (A.) nordenskioldii). Another is darkening by the cyanobacteria
(Phormidesmis (P) priestleyi) forming dark-colored cryoconite granules. The darkening observed on the studied
glaciers was due to either one. Furthermore, red snow algae frequently bloom on the melting snow surface of the
upper accumulation area of the glaciers and enhance its melting. For future work on the bio-albedo studies, we need
to determine the environmental factors controlling the algal growth, to create a numerical model to reconstruct the
algal temporal change, and to evaluate their quantitative impact on the melting based on a physical model of snow and
ice albedo.
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HIZHE L LTw5 (Takeuchi et al, 2001). Zd 2 Y
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(Kohshima et al, 1993). ZDXH %z )+ a3+ 4+ D
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(e.g. Box et al, 2012). 7 VX K O T 1348 12K IR 3075
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1 RENLEREFTHS () fkEL (b) 7 /1N F
V7 GRIR), BEOYT 2N F ) THEET S (¢) 7 F
a5 4 ML BEIETXRTT) I K% 7.
Figure 1 : Two major groups of snow and ice algae. (a)
green algae, (b) cyanobacteria, (c) cryoconite granules formed
by filamentous cyanobacteria. All samples in the photo-
graphs are from Greenland.
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J29H% (GRENE Jb#&) <Tld, 7V —>r 5 ¥ FKEDIZ
B, IR T DAY IINY Y HIE O KT OB
HHFT 7z (Aokiet al, 2014; Shirakawa et al, 2016).
NSO 2 I FEKIIZIZEnEh D L) 2E
KEHEFERL, ThZENED L) IR oS %
FTCWBDEAH D 7)) =T Y FORELOFED
7o, IO EIKER B L OB LR O ME Y
RIS R T 2 EDTE R, KRRTE, JbBERD
PEe7 I A, I N T, AN=NL, T =T
v F (K 2) Oz, EASNIR > TELENETND
Hutel DK - O F IR Z BB L ¢, ALK Ol
(LR DR & 5D RE Z IR TR,

2. 7S ANDKADEIKESE

KR KEEDQIVEIZALE T 57 7 A A2, HIZES
IR K& S ZOFHEL, ZRZROWLRIZES D1l
FKADPIEL TV 5D, ZO=20RENE, 7F A
o7y 7 LR, HEOT Z ALK, £ LT
HoMmFIIIRTH 5. LEO TNy 7 LRI, JusE
AT LTV B A%, BEKEDA 7720 K OHELIE /N
S, —%, EEOIEDR L, KFE? S DOEE K
HEMAGH D 5 72 DICE R DFEZE L T b, BB

J4 gl Atlantic Ocean
gt '

e

¢

P, e

,“;ighmaGL
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X 2 e oM. AFTHH 7T AN, AL I INY S

AIN= VN, T =T Y ROKMO#EZR LIz #X
b v —v 7 A XD,

Figure 2 : Map of the Arctic region, showing the locations of
Alaska, Suntar-Khayata, Svalbard, and Greenland, where the
algal communities are described in this paper.

DUEFEIIARRL FERD T 5 A A 1IIIRDKIT X, kw7 2~
TANRL N L0, i A SR OB BB % 1%
Lo, SFSFRPEIMTONCE. HEBIEOE
WX AUE, LK D HEIC 1990 4R LARE KR/ L
Tw’ (eg Josherger et al, 2007).

T T AN DEIKEFIZ DOV T DR O DIE % H
1, 20 AR NV ) — OFEHEE T ) FAR— ] -
)V (Erzsébet Kol) (2L AbDTHDH. aNET I A
A RSO ILARA & 8T F A A7 ILARIZ 20 TR =2
BEZRIML, BEMBEBEICEOCEKEHEO»EY
T-72 (Kol 1942). foiiikic XU, ESL T 7
N F) T ERECH IO SRREEDS, KR HEE
FTHREIN TS,

2000 SELUFE, FHHED TV —TXT T A K DX LEOF
KEFIZOWT, LV ERNLRAELIToTER Fi
RN G E L2k, 75 AHPET T A BRI E
L, BRHIOEENEEIHATHIL TS 7V I KT
H5H (H3a). 7IVAFKiE, S 2400 m 225 1220
m &M X AL 21.8 km2, &5 4 km O/NK
WTHabH ZoXKm, ELEERLILZTZEA, &5
VZHEARZ & 2 Kb O W FEI A © [ F C oM 2 i
A REZOKI TH L. BERIZ 61 bOKEDOKE
72ETABRIL, BSOS L) TOKEHO N+~
A (REMA AR %l L7o#R, 33-2211 4L m2 0
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Figure 3 : (a) Photograph of Gulkana Glacier in Alaska (Aug.
2010), (b) altitudinal distribution of snow algal communities on
the glacier, (3) photographs of three major algae on the
glacier. The data are by Takeuchi (2001).

HPHCEEIZ L > TEILL, i TR LV L
S M 2% 572 (K 3b, Takeuchi, 2001). Z D/ 3A F
YA, BRTYOKA R ET VT BRI ILHT %
®CHL—F, BHOWN FEEME) 13727 o
EIFECEZ T, TYTOKNTIE, T /107
TV THBEETET B 2 LSS, TV K TR
D Ancylonema (A.) nordenskioldii, Mesotaenium (M.)
bregrenii, & \»9 2FEH)PMEETECTE/NA 4~ AD

h.
<t

LB LOHTWI2. Al nordenskioldii \3EE O METEOM
A7 o 723568 T, M. bregrenii (& £ 1) /NUO M E
DHAMLOHEHETH S (X 3c). MEHE HIZELOR
FTHIINDST 72 ENTWDEZ NS, TNHDOEED
B ERMZ R E 2 I3RBICERL, TUXNMET
DJERIZ S % % (Takeuchi, 2013; Remias et al, 2011;
2009). K BiEBOFHE T, RnaFEi b ouE
E LTSS Chlamydomonas (Cd) nivalis 758 &5 L,
WIRT S 1o 2D b2 BRI LRFDILA o T,
CORED Cd. nivalis O KRB EIHL 7 2 7 1LHE
WTRALNZWEHTH L. SHICEZMH D5 A2
SR D9 H F TOEBEREDOFTHALZ BUM L 724k
B KM EOBEo LA & & L IO 56 HB AR
HANLED o T 2 &, FAEIZIEHEIC Cd. nivalis O
RENALNDL Z &, T L 2HKBICIET <2 A
nordenskioldii & M. bregrenii @ 2 FEHEGE L, @b A
KL TNA AR ADPEEMT B2 L, FHZL-T
KT B OB AHZEAL L T RF DO TH S AU
7 -7z (Takeuchi, 2013).

—75, A EEIZHERE L T A2 &R oL, w7k
EET1.0-102gm? (FH283gm?) L&), evIY¥
DOKFDH) 10 557D 1 FEDRE L BT E¥bholz
(Takeuchi, 2002). HHFNAA~YALLTIE, TIAN
b7 T ONMIILHT 58 TH o 7205, EAMYET
HBEREN T IANET I TIHRTA LR, ol
LXT 7 AN OKMEFMOREILDIEE S hE WV L%
AL TS, A OBEFEBEBIE ORI, B L
SR D3, BEOZ YA aF A4 M EER T
7o, ARYOSHREIIFHTT 1% TH-72. KHDOK
BrERe e L 72/ R, THHEIRIN 13 0.3-0.5 T, &Kl
i s AOMBERH L2 &, FLAMIEDOSL Wi
T TCIE RS L 2R L7z, L Lads, TV
TORFDOT VA E (0.1-0.2) 125D & 2D U1
ERHIZEWETDH ), AP OREEINDOZFES 3R E
)CTdh5H L2 % (Takeuchi, 2009).

7 7 AN OWEOWFIIRTIE, N—T1 ¥ 7K,
T—= Y MUK, %Y X AAKAT, REHTH DM
EKEOFTEIFT DI, NS DI B IZIZFEBED
EHOBIE ST 5 (Takeuchi et al, 2003; 2006). L
7235 T, TIVA F IR TOMEY E AHMMEB X7 v
N FNOFEBIE, IR T T AT OKIMTHSND R E L
THIZME R W EEbN D, WRLROKAIE, 2
F1 23X (iceworm) &\ B L WiEGHEBIW A E
LTWa I EDPHISN, KA EOBEER /N7 7)) 7 24l
BLTWEZEhs, K LOMEMHENDED D
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L0h Lt vy (e.g. Murakami et al, 2015). PlEo X
I, TIANOEKEHE, MEFELTLIENHT
DT RIS AT R R DA b o T B T e
O 572,

3. RIUNLU7, RVF)II\VHDIKADEIKE
3}

TN T OREEGNL LFNIOFMIZIE, HE LD
KA AT $ B IIEHAT DR > TW b, ZOHTH A
Y E N L (bR 62°-63°, HAE 140°-142°) 121,
KM RS 163 km2 A EF 195 O KBS HFEL TW D
(Ananicheva and Koreisha, 2005). Z oL,
HEOEHY 27— 7205 550km, #&— Y 7 i
DOE A Y Hh 55 550 km b EENTZHGETICH Y, T2
L ZADOHE L WHIRTH 225, ERSHIREINE IGY) @
WIRZ I EOMFEE S X > TEPRY 2K OB AT
bz, 2ok, 21 RICA-> THARE B Y 7 O ER
BRI ZAT DI, AEENZE S 57— & &R S
NCT&7. 2011 fE D S F - 72 HA D GRENE b 7
Oy MT, B oMEBAENNSbE 2D, O
27 HARIERT & OIFERIGE & L CHEF 2 BIIAMT D
Niz. A&y &gt ek ERLoiisE%
bOWTHLIAIVAUDHLRYE, VXN THAED
FEH L RETHEHEHO T 5N LS, HEFEORBILOFZEIL
CZTHE-o &N EHNTETN S, 1945 05 D 60
FEMOMIZ 1.9C O& i EA (Takahashi et. al., 2011) &,
20.8% O EIK B OB A D IE I N T 5
(Ananicheva and Koreisha, 2005). IGY O#HIA 5 O
Xt G IKI T A No.31L Ky, IGY FEIZIE A 3.20
km? 4 & 3.85km T & - 72 %% (Koreisha, 1963).
GRENE b 70 ¥ = 7 M2 & A 2012 F Ol & O fE
B, HFEIZ 2.27km? £F1$3.38km (2 T/l L 722
LSS 027 - 72 (Shirakawa et al., 2016). No.31 7K
i, BEE 2730 m A5 2020 m F CHEFE A TANGEAL A L
EHKITT, 7T AH DT IVAFKI L IFIER CHifEZ b
2 (¥ 4a). GRENE Jt#& 712 = 2 Ti, No3l ki
2 LKL & & B ICEREY OFE L IThbi:.

TOKEFRE ZPAE LR, AV Z Iy & o
AL T HEOBEFPELE L T b Z LR S L7
(Tanaka et al, 2016). #EF /N1 4 < A1, 30-3968 1L
m? OFPT, 77 AHERIHIIE TR < &5 &mES
AR LIS, BRI A~ 2@, TIAN K
D 3BUERBCEITIOH L Z Ehbhotz. #KIET
X7 7 AN QK TESEFETH > 72 A. nordenskioldii

—
o
S—
e o
N ®

rs=-0.944
P <0.001

°© o o
i (4] (=]
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4: AV ZNoNY FHIH O (a) No3l ki, (b) No.31 ki
KIS O BMR RS E D 72012 L7z A7 — 2, (¢) No3l
IR O FE ] SO ER & KR A, nordensholdii D/NA F < A
EDE OB, Takeuchi et al. (2015) & 0 5.

Figure 4 : (a) Photograph of No.31 Glacier in Suntar-Khayata,
eastern Siberia, (b) stakes for melt rate measurement on the
bare ice area of the glacier, (c) significant negative correlation
between surface reflectivity and algal biomass of A.
nordensholdii. The data are by Takeuchi et al. (2015).

DNAFRADIEFREL 2 DTz, =0, TIAH
DIKIMT A. nordenskioldii & 36 A TESTETH > 72 M.
bregrenii 1X, A Y Z WY F IR OKFTTIER 6N 7%
Motz FEEWTIX Chloromonas sp. &\ ) FREDE
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L, 7727 FRICAIRCHERE T & 2 RF 29K LA
3o T 7z No.31 JKiil O FK O A &1L, #RKIE
T14-142gm? (F¥ :47gm?) LIRTTIAHD L L
NIVT, FEGA D PFRE TR WEM TH o 2. A
ORER Y, EEOM, SR TFE ) A aF A MRTH
D, TIRANOKMEFMTH L. 72721, GRIER
EIFFHTIZE%ETIAN LD bEWEIICH > 72
A HINNY Z IR TIE, 2012 205 2014 0> 3 4
L CHKEHOBM % 17> T\ 5 (Tanaka et al,
2016). ZFO#ER, K EICHN B EEOBEREEIZIZ
FEIZX > TREBENE BN EDbh oz, —T, N
AFRAFEIZ Lo TR, BllZ1T-572 3EH O
T, 20124E0%8 o & B RE L, TOEIIR D KA <
BUEASHEA 7ZAEIC—3 L7, 2o L, BEO%E=
&, AR ORI T 2 EERIRLTWD
No.31 JKITCld & 512, IR 10 0 Rl i 38 5 % oK) 1

D% i T 10 HHBI L, ‘g % Jed T 5 2R
WEARFORTH LD OO TR L7 (K
4b, Takeuchietal, 2015). JK{ATFRE D 20 Hb 5o Gl H
Ex, EOKRITH»D 1 Hb /) ofhffs 358 b L
72 Positive Degree-Day Factors (PDDF) & LC#EL7:
LA, BIIFREIZL > T3.005 8.55mm w.e K
day! Q&% & 52 &by ol I OREEE L
FH R THIE L7 R PR E AOFEE MBS Y,
CHUFEBOT IVARE, DF )R EALOFRE S Bl A
RROTNLEIEFRLTVS,. &5 ICEEEREK
WREAF OSHER) AR % & o 7o4E R, A=
SR E &SRR R o 2T, Ao
B ORTH, HHIER L OREHEOEEETH D
A. nordenskioldiit D)3 A < AL FEREOHBEERL
- (M 4e). UL, KIEMED A. nordenskioldii D%
S, REOROOREZ R, BfELZINEL T2
T EERLTWD, KK PIRUFERIZESC &,
COREEALIC & o TREEZ I 1.6 205 2.6 fHITRE <
%o TWAHIZ ERbhol, ZOKNOREEOFEEX
HIZERHPEIPROTHEDOTIIRL, BaoweFEsz
FEORRBED A. nordenskioldii 750D T\ 5 Z &5, EE
BIETH 5.

4. ZIN=)VINILDIKAIDEKELR

AIN= NI V7 2 — DAL N L 2 HEIEFE P S
BEORET, £EIZI3EE O - KBRS
B, AN—NVHEEDOEAEMTH S =—F VA ru
VTAX =T VIR R AR - NSRRI E

h
<t

5: 2= )L\, (a) =—F VA EEBOKA, (b) 3
B ML T =RV OHOKI. AH TEHADNT DDA
bbb

Figure 5 : (a) The scientific station Ny-Alesund and nearby
glaciers in Svalbard, (b) the bare ice surface with biogenic
impurities on Midtrelaben Glacier (Aug. 2013).

L, RS HD 5%  OWFEE A UL ORI ThE 4
B TbICE 7 (M5).

AN= VNV DEIRBLEWIZ DWW TR OFE L Wiy
&, 7I9AARABINVIZEDLLDTH S, Kol and
Eurola (1974) S BHEETIE, B S NoEEIIME
WA 2 FIZHEHIN, TIANRAY YUY
4 @7J<‘(—I?5'§7J<ﬁk®1§ S AL nordenskioldii % M. bregre-
nii DI, WERORE OB ST Cd. nivalis 7= &, b
TR & DA D Huds 12 D E‘ LN IEfEA R E N TV
Z D% 1990 FEA AT, %7k@§xﬁ@ﬁ@ﬁ[15’?’ﬁj\7fﬁ,
SrEGERE, RAEHE L @Eﬁﬁ"?& &, Beax R Thi:.
A= 2OV PR & 2 S M T TR E & A L 7ok
LTI, REINE Chlamydomonas spp. B £ O Chloro-
monas spp. D 2 FiH & F 1 (Miller et al, 1998; 2001),
:ﬂ%@ﬁﬁ@t%i%ﬁ@%ﬁ#%@%@fd&ﬁ
TETORTFPRAEZ N L TR LICRELIBES Z &
ZHLMIILT: (Muller et al, 2001; Stibal et al., 2006).
KM OBIKIERTIE, 74 3+ A MDA
SN, ZOKI EOMEE & EBEIZOWTHFEL
5N T4 (Hodson et al, 2010).

A L OEIREFRRIZONT, TITAARA VT



JetIgoK I O E

INYZOKMOBEH LW TEDL L) LA FYAD
T—=%1L, FLRAKTHILIPEFELELIZL S 2011 4B
L2013 FEOWETHELN TS, Z/N—= LN )Ll
= — A WA VA ONF BRI TR A L 7o/ R, B
INAF AL 14473 m?2 T, ZET T AADT IV
FKIM L RRREETH o7z, BEHEOBK LTI AN L
FEET, A. nordenskioldii D33 & A L DS CTEERET
Horzh, —EOKITIZT T /N7 T ) T OEEDE
WIETTD B o 72, KR O SAM R L, 14-91 gm?
(P39 :30.5gm?2) T, TIAHRAYZUNYF L]
LAV TH o7, DO D AT > 72725, A%
a3 5.9% THOHIE L R TL RO TH -
7. THUL, AP OHMKL T OEENE N L EE
WS 205, Bk d 280~ 7 Ns 7)) T AR
HLOBERELR S TWL I L EBEBRYD A WEEEL D
5.

A= V2NV TUEE IR AE Y DI TR 7 L X R XK
TTRLE R AT 2 B OV T OERN 2 gesliL £ 72
RS, KIMRFIZ OV TIEZ L DET VSR ESNT
Wb, ZOoRo—o, KinkiEitL 7z (PDDF &) €
TN X KRR O HAE D ) TIiE, EF VLB
ERDO—MOR—FIZOWT, ALY FIUNY T THLH
o lz k9 %, AMHERAMMIZ L5 7 VX F D2z
SANE Do TWAI EPFBHENTWD
Fynn et al, 2014). L7225 T, AN—= )L X)L DK T
bEKBEHICL D EALSRETND Z L IFMEN R
<, GRHRFELWIIZESEDG 2 AR5,

(Irvine-

5. JU—-U5Y ROEKESE

7)) =gy FKEKIE, ModumE ok & b THE
BIRICZ OBBLASK E . KRR 4 180 /7 km?, H
wmIX 2657 KM T, HIEF TR CEHEBEDT 2K
km? ORI & IHHE DK TH LD, LrL, ZDLDH
REIKKRS, FOWELIKOME, KEix L Evor
WER 7O ZINEDKI L, ) =T 2 Bk

IROFINZ b /NEDKI & MDA B R D S > T LA
B2 eTldnv, 7)) —r 7 Y FOFKMADIX
19 i oAb BB ORI ISR S 1, Budd s w%@@
WSRO RIFESfTONTEZ L, 7Y —
VT Y RKRD &) HRERKGIKATIE, SEofigiziz
EATREICHE S, ABIREDELET LT 7 L AORW
M ZIR S LT 5, B 2 132 BRMAEWORAIL
RO F 2 — L, HHEEOH VAT — 7, LS
oraryIY) sy ZYAFX TR, HELOY T

SRS 59

7w 7EORBIIRONG. 7)) — v T v FOFKMA
WORESBRI R EFEORE L I13kZKIIH (2012) A
(2011) ICFELDHOENTVEA, 9D/ LTy a
VRIZEAZ7)FaF A4 o5EEYa >y - v x (John
Ross) 12 & 2REFEOFERIZAEE D, 2000 FALIE IR D
TR ADRNT VA — 7 O CTE R 2 A
fibi, EHEOEER (Cooketal, 2012), /N7 71) TH
# (Cameron et al, 2016), “#ZEHEIEEE (Telling et al,
2012), JKIT KM HEY) DR & 3L (Stibal et al, 2012),
FREEIZ X A BOKIB O AL (Yallop et al, 2012) 7 &8
O 5T 5D,

2011 E L VIR F » 72 HAD SIGMA & UF GRENE 7
Uy xy bTlE, 7)) =72 FILWE S F v 7Kg
AB L OHRPEES Y > 70— 7 JEA O HIs & O RS
bz, EVEEROFEIIMES L 715 v 7 KR

7 =7y FKR i@itﬂﬁ%Z%hﬁ@%%f
o EMETT 7R AWRLGEETHDL S v I h
O, iR TT7 72 ATELIEND, 2011 E05 0K
MHCHRPNRBIIZTTDNZ. TNHEOFEIZL - T,
HIR D7 T A7) 8 & ] g B R O T — ¥ D35 5
17z (Uetake et al. 2016).

715y 7 K D BEIKEFRD AL, 42-584 wlL m?
(F3Y 337 ul. m2) OFFHTER L, /N1 4 < AWEK
IS\ ORI O HE 2 & T it Td o 72 (Uetake et
al, 2016). FEFEREEREE b o LB Ik & 4alH
T, BOKIEICIE A, nordenskioldii 7% 44-83% % 58 %
BT, BEEBTI Cd. nivalis ML L, FHE I
WEARE DR > Tz, HRFHO—HORMTIE, ¥ 7
I TN T OEEDNEL Lo Thbghdhor. Z
L, A=WV RN/ Z 8T, RIZEBNS 2
VA aFA oA EEboTWw D

TR T O AKI) &1, %%7]@1&“6 1.2-32.7 gm?2 (°F
¥14.7¢gm?) T, ModbBig oK &Y b FETF AL
2 TH % (Takeuchiet al, 2014). i d AHMH L H >
720k, KRB OMETH L. M OERY A
L 5.2% T, AN—= NI RO DETH -

. AR OGRS AN, BEBIE TR ;7K
ﬂ@i’%ﬁ@ﬁ%ﬂ“—.ﬂ —HT 5. @EEBGETIE, KK
R _FIRESTILE < ORIy E 23, it ibiE Ry
TR EMENZ LD 25 (M6a). EHIZTDK
(T%%E@}i%ﬁr@m AR, Ty 7 K O E R
DOERMFEFRIZ S —3% 3 5 (Sugiyama et al, 2014). #
Fv 7 iJ(iﬂ@J:iﬂ”Li)‘ 5Tl ”%M)‘“C@F‘aﬂlﬁi%@ﬁ‘@l 1% b
LK 5 72 PDDF (&, K T i &6 T i 5.44~
5.45mm w.e. Kl day! Td» % DIZxf L, FiE Tl
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6: 77— F, (a) F v 7 KIBOEEES (Landsat
7,2011.8). A F v 7K LMY A SR L (b) A
F v ki Lo EE (PDDF), &AMiME, > 7 /Ny
T T LAk A, nordensholdii DG INA F < ADE A,
Sugiyvama et al. (2014), Takeuchietal. (2014), Uetake et al.
(2016) 7551,

Figure 6 : (a) Landsat-7 satellite image of Qaanaaq Ice Cap in
northwest Greenland (Aug. 2011), showing the study site
along the Qaanaaq Glacier profile. (b) Altitudinal distribu-
tion of PDDF, total impurity abundance, and biomass of
cyanobacteria and green algae (A. nordenshioldii) on
Qaanaaq Glacier. The data are by Sugiyama et al. (2014),
Takeuchi et al. (2014), and Uetake et al. (2016).

6.74-8.26 mm w.e. K' day' & K& Wiz /R L7z (X
6b). ZOFEFIE, BEEALIC X o THIRERO B R E A
12256 1.5 fICMEEINTNnEZLERLTWAD,
AV ZVNY F O TIEREEALOZR L, SAKY
w eV X EREE A nordenskioldii DINA &< AT
HoIzH, Ty VK TIEREEAL L T AL, &
AH D% N GETIZ—3 L7z, A. nordenskioldii (%71
T KT HEERETIED o720, Z OB & K
BIllE—3E S, LAY T I NT T T O AR
Wz L7 (B6b)., ZoZklk, HF v ZKNTO
Wt ki, Wit sk % ¥ED A, nordenskioldii DE#HHIZ &
LTI R, YT/ NN TF)TOBEIZL Ty ) A
IF A MRS EINL Z EIZE > THIERI ERTY

h.
<t

HIERRIBELTWL, YT /NI T)TOINA T <A
X, A. nordenskioldit \ZHART LHI/NS WA, 7 /N
77 TR LB E T AT MR
BT 5720, ZORRIZE DT VXK TF~DOFHGHY A
nordenskioldii % L5 D TH 5. AW eI % T
ETIE, FEBEZ VT T A MUSEEZEL T2, 74
I A MROKE S EREYE L OBRE AT L 7R
oIk, TN T )T ORTY, Phormidesmis (P.)
priestleyi &\ ) FEPK O FICEE 2 &KE 2R/ LT
WAL E EBIZTT NI T T OB B,
HMR T OB LN L THAEZ EDRBEBEI N
(Uetake et al., 2016).

DS 2 5728 F v 7 K OR A bo 78+ X
X, WK% 7)) — T Y FKROEHD 1 HoFi#ET
HY, LFLISMIHTEEFLZLTERV2D LN
TV, ) =T Y BKIRT, b UK A A ) i
AR EVOIZHEETH Y, oSO aiboE
WaBffES 5 2 ENEZETH A0S, HF v 7KLk
TN TUTIE B ) At A MRDSEEIC X
% &) B (Chandler et al, 2015) %, A Y # Y
O EFMRICEAEEDOREEIZLL LV E
(Yallopetal, 2012) ¥H 5. 7)) — 2T ¥ FKIREHD
TR BfRT 5720120%, %IV L OMITHEL
D 2 VTN 5.

6. JLRHDEIKEFHLIKTADIEEIL

IR E O 4 HI ORI FOEIKEHE, BLOE
DAL & BUR~NDREIZOWT, LLEo@ ) %I /-
KR, B D KO EILIZIZRE L 220070
YANH D L brot, —DIk, Bzt b ok
W A. nordenskioldii \2 X KT OWREEALTH D, AV
NN HIROKITlE, TOREEONA F T ALE
AR BICHOMBDH 1), N+~ ADE K
TEBIZAFESIE ST L Z EDHL MR 572,
O &) RREEAHEEFOREIC L 2K Ol
1%, Yallopetal (2012) I2& 0 7)) —> 5 ¥ FKFKEHTE
HMTLHETH DI EPMESIN TS, A norden-
skioldii \E, 7T OIFTITIZEALBEINSLZ L
7S, JUERE O 4 #ilod & oK T b EERE N A 4
YADS0% U EE O sELETH o7 (7). Th
X OBEEIBE ORI 2 TH L I L E IR LTV
5. LU, A. nordenskioldii D/NA < A% 4 #ui T
WS 5 &, A2 Z VoY & #itgo K Tl 115 1600
pLm? T, TIANRT) =TV FOSERNMETH
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Figure 7 : Comparison of (a) total algal biomass (open and solid
squares represent mean and study site values), (b) algal
community structure among the four glaciers in the Arctic
region. The data are by Takeuchi (2001), Tanaka et al
(2016), Uetake et al. (2017) and unpublished data by the author
(Svalbard).

LT EDRbhoT. DFN . AV I INNY FHITOR
C DFFEDEEALDORRDBINT2 DL, A. nordenskiol-
diit DRELFEEEPRRTH L LEZLNDL. REA
Y NNY FHIHT, ZOBEBDINA F < ZAHFERNIK
EVDY, FORROEFEIZIL A nordenskioldii D HRE
DRV LFETH LD, LAY Z L4\, Remias
etal. (2011) &, A. nordenskioldii DRt DI DHEEE
FRATVDEYD, FHE- 2D LBRAIIAHTH S,
A. nordenskioldii \Z, ACHRPE DI 7215 T 7 < Abtsifg o
WKFEHT b BIEDHER SN T b (Melanikov, 1997).
DTl ZOBEFHIRKE S L TIRE A < ik
LTWh ZEERELTWSA, FELWIEHBEomst
LINDPLOMETH L. 7T AN DKM TOEHZEA
OBITIE, A. nordenskioldii \@MHEI % 8 L C25H

LNA F < A3 EARI 23400 L 72 (Takeuchi, 2013). 4
i EFC & o TR 2 R 2, 205 2 0
(2 & ZIKITERI ORFEALATEA B b Ltz v,

b)) —oomElboTat Ak, YT /N T TS
LB A ar A MO THL. TIT AN, A/N—
WS, 7)) =T BT, Ko REEIZEAMY
BIKAEL7:, 2F ), 2UF a3 A bESHEL R
DTNnLIERZRLTWS, F)—=VF R0y )+
FA VRETRKRS AT /N7 7Y T P. priestleyi 1%,
et S Em T A TH LI L AL PRI > TE
Tw% (Chrismasetal, 2016). L7z25->C, 7 U4 3+
A M AREALOHEBEIZIE, SO T /NI T)TO
HRER A ZEPUETH L. )= T ROGHT
1, KAMREANOEYRF OB ED S T /N7 T )T
DEGER % PO T D T EHRIE S N7z (Uetake et al,
2016). ZALTld, KIMEBNOEWR F 1L & Hh 6k
LOEBID. T) =T FOTARAITHDF A b
KA DOFH T, SEMRTFHT V7 OEICHEKL, K
KENLCREMMXEINTE /LD THDL I LIRS
NTw5 (Biscaye et al, 1997). L22L &5, 7%
I A PHOHEWRFICEENLMEICE Sr & Nd D
LRRFMARLL OGS, S DT ORIFEIZ T
VT TIE R OKREFAOMERTH D Z EBbrot:
(Nagatsuka et al, 2016). 7272 L, HAIKMOFFE» 5
SR TG SN DO TH AU, KIMO FiRE &
RESW 25 2 e FREINLDS, ERIZIEEDKITD
LR T DR BN L VOIX TR E D b T LA FiiEs
Thb. SOHICEERMAEOG 2T T O E, hit
EHOHRL T, KA SEEIKNETICHE LD
TlE% <, b &b EIKMDKIZEF TV IFh 103
KORFMHE EHICEB L THM LD THL Z Lvb
Mol PR OB IR IR B ORISR 2 5 2 &
b, SR TAVKMEANOREICHFK TS Z L 2RI L Tw
% (Takeuchi et al, 2014). 7)) — ¥ 7 ¥ FKIRDOH1PH
Ty, WKL D b PRI EIEAA S > TWwbH 2
&L BB R SN L 2205, KRN O
KLF DRI DO ER & 75TV D Z EATREE NS
(Wientjes et al, 2011). Ytz &nxbEz 61570
AL, KT AR & S A SRR T8, seRrit o %
AP OETERMO D 2 FERIKIR LICHER L, 2O
JEAIKITRENC X > CHmICBEI L, BfERmICHN:
ECATYTINTYTHEIEL 7 ) 43+ A Mdd
R, BfbSieE b, Lnw) 2 e ThDH, Mk
T DORED S QUG B ORI DY E DR 8 & K~ D
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(Goelles et al, 2015). 7'V — 5 ¥ FIKIRD X 5 7 KH
BEZKI T, DX 9 BIKIKN O SEYIAL T D 534 H3Hs
BALICK & 5% S O RN D 5. IKIKN D FEPAE
FiE, WO L2 D% 00, HEENL SVomE)S
KENFEL L T2, Bl ETVE ALY CER
MICHES 5 DG HROBEELZRETH L.
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Sk, TN T TAHARRED T S 1 E N
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BRI S NS b RIMWET 5 L% 2
525, ZHIRSHE km BB/ EKE < R%
LETHD., 7V aF A MRIZOWTIE, ERETO
WEEREZITH) 2L DML TWDHDY (Musilova et al,
2016), DX wEWkKTOMBKE ST N T YT
DEGEHGbE727 ) a7 4 b ORI Lo HfE
WEBULETH 5.
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Wie—F, FEAZELRKEv (K8, b, Shimadaetal,
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£ BOKDFEET B &, REDAKM KD R KD
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8c, Boggild et al, 2010). T D L 9 KD EEEEIL
Chandler et al. (2015) 25HH & H12 L T\ % i V) i HAr
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Figure 8 : (a) Inter-annual variation in the dark ice extent of
the Greenland Ice Sheet (July mean) by Shimada et al. (2016),
(b) the dark ice in the western Greenland Ice Sheet (Landsat 7,
18 July 2001), (c) cryoconite holes on the bare ice surface,
which have an effect of hiding impurities from the surface and
reducing the dark ice area.

TK& <2 b3 %. Shimadaetal (2016) %%, EFtaigo
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BEME 2S5 4 2 L T % (Irvine-Fynn and Edwards,
2014). Cooketal. (2015) 7% Biocryomorphology & \»9)
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LB Z57259.
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L. RFETHZ: 4 TlE, BEIZKRED Chlamy-
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Rohsz. FRFEE, RG2S QAL CRE T
WA ZENERIN TS (Hisakawa et al, 2015). #
K & B 7 ) ZHN B o 7o FRE ORI CHAEBIHAA
%. Lutzetal (2016) &, ALBISOILHH (7)) —> 5
YR, ANUN=), TARATYR, AV —=TV) D
HREDIE DS, FEE LCRIET 537 7)) 7THEITH
BWIZ ko TE R LT, BEBEIHBIC LS T3
ERIELTHLZEEZWAOPIC L. KREXFISEITHE
AL CIET 5 L L, BEICLA T VAR NMET =
ZROT) =0T FEREORED ) 2170 T 5.
L2L, CORfERORED D ICHW -0, BlHlHEIC
LB T VAR FETETHY), BCRF A b
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HOBIEOEMZ L Z EF ML, oMY & &bt
THHEF VKIS E T UNF 23T 2 2 L ALET
HDH. RMOFEHEEOBEIMIZE L T, Onuma et al
(2016) A%, HA D HHT OREE CRlfEI 2 el 2 3
5T LIEoTC, BMERMIEHEISHITL I 07
BLOMBLEORENT 2B EZHO L. 2o
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W5, SIGMA 70 = 7 T AR RS O i
MWirbih, 7)) —rJ5 v F ELOERHEHEET IV HRES
NTw53 (KiE, 2016). COEFMZE > TRE SN
BHEEIINZ, BEIHAETLBCRS A PEEZVNLL
Aokietal (2011) % (2013) IZfRESIN TS L9 &k
BHMEEE TV PBSAM T7 VAN F2 5L, 22 iYL
A Z KO b, BEHOEE T VAR FNOEED
ERM RGO REE 25725 9.
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BHFE:, 26247078, 26241020, 16H1772 OBIR % iF 72
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B8, Ralf Greve D& ICIZIEH T 5.
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Rapid mass loss from the Greenland Ice Sheet has increased interest in glacier/ocean interactions
for two reasons. First, increased submarine melting of marine terminating glaciers is a likely trigger
of the observed dynamic ice loss. Second, the increased freshwater discharge from Greenland has the
potential to affect the regional and large-scale ocean circulation. While extensive progress has been
made, over the last decade, in understanding glacier/ocean exchanges of heat and freshwater in
Greenland’s glacial fjords, an in-depth knowledge of these exchanges is hindered by the models’
inability to resolve the wide range of dynamical scales involved and by the fact that observations that
can only provide a partial description because of the intrinsic challenges of working at the glacier
margins. Specifically, major challenges remain to understand the dynamics in the near-ice zone,
which controls submarine melting and iceberg calving, and the different drivers of the fjord circulation
that delivers heat to the glacier. On the ocean side, much progress has been made in showing how
Greenland’'s meltwaters are exported into the ocean in the form of highly diluted glacially modified
waters whose properties depend on the details of the glacier/ocean/iceberg interaction. Major

challenges remain, however, to parameterize these processes in order to provide appropriate

boundary conditions to ocean/climate models.

Keywords: Glacier/ocean interaction, Greenland, glacial fjords, submarine melt, Arctic freshwater

1. Introduction

Ice loss from the Greenland Ice Sheet (GrIS)
quadrupled from 1992-2001 to 2002-2011 and contrib-
uted 7.5 = 1.8 mm to sea level rise from 1992 to 2011
(Shepherd et al., 2012).

the marine margins (Pritchard et al., 2009) and is due to a

The ice loss is focused around

combination of changes in surface mass balance (i e.
increased net melt; Hanna et al, 2011) and dynamic
changes associated with the thinning, retreat and speed-
up of marine terminating glaciers (Howat and Eddy,

2011; Rignot and Kanagaratnam, 2006). While changes
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in surface mass balance have been largely attributed to
rising air temperatures over Greenland (Box et al., 2009)
and positive feedbacks associated with changes in albedo
(Box et al, 2012), there is less of a consensus on the
triggers for the dynamic changes (Fig. 1; Straneo et al,
2013).

creased submarine (or subaqueous) melting at the

Amongst the likely players, however, is In-

marine margins of the glaciers (Holland et al, 2008;
Motyka et al, 2011; Straneo et al, 2013; Straneo and
Heimbach, 2013; Sugiyama et al, 2015). This hypothe-
sized role of the ocean in driving major changes in mass
loss from the Greenland Ice Sheet (GrIS) has focused
interest on the heat and freshwater exchanges at the
margins of Greenland’'s glaciers and set the stage for
rapid advances in a relatively new, interdisciplinary field:
‘glacier/ocean interactions’. In parallel, there is grow-

ing interest for the fate of Greenland meltwater which,
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Figure 1 : Schematic of a) tidewater and b) floating tongue glaciers. The
proposed mechanisms for the glacier retreat are shown in red and the key
processes in blue. (Reproduced from Straneo et al, 2013.)

given the increasing discharge, has the potential to affect
both the regional and large-scale ocean -circulation,
including the Atlantic Meridional Overturning
Circulation (Boning et al., 2016; Lenaerts et al., 2015) and
the regional marine ecosystems through the nutrient
discharge (Bhatia et al, 2013). Given that both the
ocean and air temperatures around Greenland are
projected to increase over the next century, understand-
ing glacier/ocean interactions is relevant to studies of ice
sheet variability and its impact on the climate system
including the biosphere. Here I summarize what we
have learned over the last decade on ice sheet/ocean
interactions in Greenland and outline what questions

remain ahead.

2. Submarine melting of Greenland glaciers

Greenland glacier/ocean exchanges occur inside
glacial fjords, which act as the connectors between the
ocean waters flowing around Greenland’s continental
shelves and the ice sheet margins. As a result,
glacier/ocean exchanges of heat and freshwater are

regulated not only by the far-field ocean and glacier, but

also by the ice/ocean boundary layer as well as the fjord
dynamics. Key to understanding these dynamics is
knowledge of the fjord’s geometric characteristics
including the presence of a sill, the width, the length, and
the geometry of the glacier terminus. In Greenland, the
terminus can vary from a floating ice tongue, similar to
Antarctica’s floating ice shelves, which covers most or all
of the fjord (e.g. Nioghalvfjerdsbrae or 79 North Glacier)
to mostly vertical glacial termini (e.g. Helheim Glacier in
southeast Greenland). Depending on these characteris-
tics (Fig. 1), the dynamics at the ice/ocean interface and
within the fjord can be vastly different. In summarizing
the relevant dynamics for glacier/ocean exchanges, we
consider three different regions: the turbulent ice-ocean
‘mixed’ layer, the fjord system and the large-scale ocean.
Processes within the near-ice zone regulate the ex-
change of heat and mass across the ice-ocean interface.
The fjord dynamics supply the warm water to the
glacier and export the freshwater from the fjord to the

continental shelf region.

2.1 Oceanic heat content

Submarine melting is a result of a heat flux from the
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ocean to the glacier. Its magnitude is thus controlled by
the available heat in the ocean waters next to the glacier
and by the turbulent processes which affect the heat
exchange across the oceanic boundary layer at the ice
edge (Jenkins, 2011). The available heat in the ocean is
expressed in terms of the thermal forcing, 47, a
measure of the temperature above freezing of the ocean

waters in contact with the ice:
A T=Talx,y,2)— Ti(z,S),

where 7. is the spatially varying ocean temperature
adjacent to the boundary layer and 7% is the freezing
point temperature which varies mostly with pressure
and weakly with salinity, S.

Ocean conditions near or under Greenland’s marine
terminating glaciers are largely unknown because of the
challenges associated with making measurements next
to the ice edge; however, some inferences can be made
by considering water properties on Greenland’'s conti-
nental shelves and, where measurements exist, near the
glaciers. Water properties around Greenland's conti-
nental shelves are characterized by the confluence of
cold, relatively fresh water of Arctic origin (Polar Water,
PW) carried by the East and West Greenland Currents
(Sutherland and Pickart, 2008; Myers et al.,, 2007), and of
warm, salty water of Atlantic origin (Atlantic Water,
AW) initially carried poleward by the North Atlantic
Current (Fig. 2; Straneo et al, 2013). Depending on the
distance from their Atlantic or Arctic source, the
properties within these water masses vary but, generally
speaking, PW are thicker and colder along the eastern
coast of Greenland and Atlantic waters are warmer in
southeast and western Greenland. PW are lighter than
AW due to differences in salinity and, therefore, are
found closer to the surface all around Greenland.
Seasonally, PW warms due to solar insolation giving rise
to a third, surface water mass ‘Warm Polar Water’
(Beaird et al,, 2015).

Ocean properties inside glacial fjords with sills
deeper than the Polar/Atlantic Water interface resem-
ble those on the nearby continental shelves, with cold
PW overlying warm, salty Atlantic waters. These
deep-silled fjords include all of Greenland’'s largest
glaciers including Jakobshavn Isbrae, Helheim,

Kangerdlugssuaq, Petermann and 79 North Glaciers

~7 o
g® i Arctic

& | Ocean i/

Fram
7\ Strait

Figure 2 : Schematic circulation of warm Atlantic (red to
yellow) and cold Arctic (blue) water masses around
Greenland. Numbers indicate the mean temperature (C) of
the Atlantic water on the shelf. (Redrawn from Straneo et al,,
2012)

(Fig. 3; Holland et al, 2008; Straneo et al, 2010;
Christoffersen et al, 2011; Johnson et al, 2011; Wilson
and Straneo, 2015). For fjords whose outer or inner sills
are shallower than the Atlantic/Arctic water interface,
we expect the near-glacier properties to be closer to the
PW layer since these sills effectively prevent the
Atlantic waters from reaching the glacier (e.g. Beaird et
al, 2015).

The thermal forcing defined above requires knowl-
edge of the ocean temperature distribution along the
entire glacier face, which is challenging to obtain.
Instead, to compare thermal forcings for several
Greenland glaciers I estimate these in two approximate
ways. For the first estimate, I assume that the ocean
temperature near the glacier face is horizontally uniform
and vertically varying like that of the closest profile of
temperature (and salinity) obtained near the glacier.
For most glacial fjords this is a profile taken 5 to 80 km
from the glacier face (see Straneo et al, 2012). For the
second estimate, I assume that the temperature near the
glacier face is uniform and equal to the temperature at
the grounding line depth observed closest to the
grounding line (effectively the grounding line depth
temperature from the profile used in the first method).
The need for these partly empirical formulations reflect
the lack of appropriate data in the near-ice zone.

The results of this calculation for profiles taken close

to Greenland’s five largest systems are shown in Fig. 3
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Figure 3 : Left: Temperature profiles near Greenland’s largest glaciers: HG (Helheim Glacier), JI
(Jakobshavn Isbrae), KG (Kangerdlugssuaq Glacier), 79NG (79 North Glacier), PG (Petermann
Glacier). Black line shows freezing point temperature for constant salinity of 34.9. Right:
Temperature above freezing for the 5 glaciers above for the same profile as shown in left (solid) or
for a constant temperature equal to that at the grounding line depth (dashed). Squares show
grounding line depths. Data described in Straneo et al. (2012).

(see Straneo et al., 2012, for a more in-depth description
of the profiles). Clear from the figure is that all of these
large systems are associated with maximum tempera-
tures at depth (the AW) and that the AW characteristics
vary around Greenland depending on the distance and
transformation from the Atlantic source. For example,
waters at Helheim Glacier are the warmest and those at
Petermann Glacier are the coldest. In terms of thermal
forcing, this is largest at depth both because of the
maximum ocean temperatures at depth but, also,
because of the decrease in the freezing point tempera-
ture with pressure. Broadly speaking, differences in
thermal forcing (estimated as described above) around
Greenland are largely set by the temperature of the
inflowing Atlantic waters but are also sensitive to
changes in the freezing point temperatures. The two
methods provide fairly different results except at the
grounding line (where they are forced to be equal, Fig. 3).
This highlights the need to improve our understanding of
what governs melt rates at the margins of Greenland's
glaciers. In general, the extent to which thermal
forcing alone is responsible for differences in melt rate at
Greenland’'s glaciers, however, is unknown. Likely
dynamical factors such as the flow speed, the ice
topography and the ocean stratification also play an

important role.

2.2 Circulation at the glacier edge and in the fjord
Observations near the glacier fronts are scarce, but

the dynamics is conceptualized as follows. Within a few

meters of the ice, the ice-ocean boundary layer consists
of a turbulent region (a few meters thick) where the
turbulence is unaffected by the boundary and, closer to
the ice, a viscous sublayer (a few millimeters thick)
where the turbulent eddies are suppressed and molecu-
lar processes dominate the exchanges (Holland and
Jenkins, 1999; Jenkins, 2011). Farther away, the flow is
given by a system of rising buoyant plumes driven by
submarine melting and subglacial discharge (surface
melt above sea level). The seasonality in the discharge
of surface melt, in particular, is thought to impart a large
seasonal cycle to the dynamics at the ice/ocean edge.
This discharge enters the fjord waters through channels
discharging at the base of the glacier fronts whose
number, sizes, and geometries are mostly unknown and
possibly influenced by the complex networks of drainage
channels and crevasses in the glaciers (for a review, see
Chu, 2014). Observations of plumes consist of visual
observations of turbid waters that surface at the edge of
a glacier (e.g. Chauché et al, 2014) and a limited number
of surveys of plume characteristics (Chauché et al., 2014;
Bendtsen et al, 2015; Mankoff et al, 2016). A recent
study of a west Greenland glacier mapped the volume
flux within a surfacing plume and showed that, within
100 m of the glacier face, the plume’s characteristics
matched those predicted by plume theory (Mankoff et al.,
2016). The study also highlighted, however, that the
plume itself is very narrow (~30 m) compared to the
width of the glacier (~5 km), raising the question of how

much submarine melt actually occurs in the plume/gla-
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cier contact area. More likely, the important contribu-
tion is how the plumes influence the fjord-scale
circulation and, as such, the supply of ocean heat to the
glacier face. No doubt, however, plumes also play an
important role In glacier mass balance by impacting
calving processes (O'Leary and Christoffersen, 2013).

Numerical studies have greatly improved our
understanding of buoyant plumes by showing that
submarine melt rates are strongly influenced by the
volume of subglacial discharge (and hence its seasonality;
Sciascia et al, 2013, Xu et al, 2012, 2013) and the
distribution of plumes (Slater et al,, 2015). In particular,
these studies have highlighted one important result: that
melting is enhanced in the presence of subglacial
discharge. The implication is that submarine melting
can increase as a result of increases in surface melting
even if the ocean conditions near the margin do not
change. To this day, however, quantitative results from
these models are largely untested because of the limited
data from the ice/ocean interface. In particular, the
coefficients used in the melt parameterization have not
been validated by direct measurements (Straneo and
Cenedese, 2015). In general, estimates of submarine
melt from ocean measurements for Greenland's glacial
fjords are highly uncertain because of the temporal
variability, of the need to compute both heat and
freshwater fluxes, and because of our inability to
separate glacier and iceberg melt (Jackson and Straneo,
2016).

Key questions remain about the role of plumes in
driving the fjord-scale circulation and, in turn, the
melting of the glacier. In part these are being
addressed by models in which the plumes are being
parameterized (Cowton et al. 2015; Carroll et al. 2015)
but cross-validation with field experiments will be key to
determine if all the relevant dynamics are appropriately
resolved.

Beyond the buoyancy-driven circulation resulting
from glacial melting and discharge, glacier/ocean
interactions are also affected by the fjord circulation
forced by local or regional winds and by exchanges with
the continental shelves. Examples of external drivers
for glacial fjords include along-fijord winds (Moffat, 2014),
tidal-mixing and flows (Mortensen et al., 2011 and 2013),
shelf-forced flows (Jackson et al, 2014) and buoyancy-

driven flows (Gladish et al., 2014). At present there is no
simple model that can account for the fjord dynamics or
even Iidentify which regime may dominate in one
particular fjord (Sutherland et al, 2014a; Jackson and
Straneo, 2016). Yet either resolving or understanding
how changing atmospheric and oceanic conditions will
affect the circulation and properties within a fjord and, in
turn, glacial melt will be key to understanding ice sheet
variability. To date, studies analyzing correlations
between ocean data and glacier variability (where both
exist) over 1-10 year timescales show that there is no
simple model that can link glacier variability, subglacial
discharge variability and oceanic changes (e.g. Straneo et
al, 2016). Likely, this is because other factors, including
bedrock configuration, surface melt and other glaciologi-

cal processes, play a role in glacier stability.

3. Discharge of meltwater

One important consequence of GrIS mass loss is an
increased discharge of freshwater into the North
Atlantic and Arctic Ocean and thus the potential to
impact the Atlantic Meridional Overturning Circulation,
the regional circulation, sea-ice formation and air-sea
exchanges. Key to understanding this impact is our
ability to track the pathways of Greenland meltwater
into the ocean and, also, to provide appropriate boundary
conditions from Greenland to ocean models investigating
the impact of increased Greenland discharge (e.g. Boning
et al, 2016).

In terms of budget, total discharge from the GrIS is
due to the sum of ice discharge (icebergs and submarine
melting) and runoff of ice melting above sea level. From
1961 to 1990, the GrIS was mostly stable, with an
estimated ice discharge of 497 + 50 km?/y and runoff of
416 + 57 km®/y (Bamber et al, 2012). Both these
components have increased over the past two decades,
and a recent study estimated that the additional (ice and
runoff combined) freshwater discharge in 2012 was 378
+ 50 km?3/y (Enderlin et al, 2014), resulting in a total
freshwater discharge of 1,291 + 50 km?®/y.

Most of Greenland’s freshwater is discharged at the
margins of the subpolar North Atlantic and the
connected Baffin Bay (Bamber et al., 2012) and enters the

ocean through calved icebergs, submarine melt, and
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subglacial discharge occurring in the glacial fjords.
Thus, the fjords are the conduits through which this
freshwater reaches Greenland’s continental shelves. It
is important to note that this freshwater discharge is not
distributed evenly around Greenland but is localized into
discrete locations, corresponding to the glacial fjords.
Furthermore, a significant fraction is discharged at
depth (either because of subglacial discharge or deep
submarine melt) and, as such, behaves in a very different
manner from a surface freshwater discharge like a river.

Tracking Greenland meltwater is challenging be-
cause its fresh signature is rapidly lost due to mixing
with ocean waters. Some progress has been made by
taking into account that melting of ice transforms ocean
waters in specific ways given the thermodynamic
change associated with the phase change (Jenkins, 1999).
A comparison of winter and summer water tempera-
tures and salinities in one major fjord have shown,
furthermore, the large impact of the seasonal addition of
subglacial discharge (Straneo et al, 2011). In general
these studies show that Greenland meltwater is ex-
ported in the form of glacially modified waters which are
distributed over a thick upper layer (at times ~200 m)
and with salinities close to those of the PW (e.g. Beaird et
al.,, 2015; Straneo et al., 2011; Jackson and Straneo, 2016;
Mortensen et al. 2011, 2013). Quantitative tracking of
meltwater requires additional tracers, however. One
promising avenue is the use of noble gases (Beaird et al.,
2015) which, for a mid-sized glacier in West Greenland,
show that glacially modified waters contain fractions of
subglacial discharge and submarine melt that are less
than a few percent even within a kilometer of the
glacier’s terminus.

In order to provide appropriate boundary conditions
to the large-scale ocean models, the mixing processes
that dilute Greenland's meltwater must be understood
and accounted for. For models which do not resolve the
ice/ocean boundary layer dynamics, the plumes and
even the fjords, this means that they need to be
parameterized. Based on our present knowledge, one
expects Greenland's meltwater to be exported in a
strongly diluted form, over the upper 100-200 m, and
that this export have a strong seasonal modulation (given
the summer release of subglacial discharge). Icebergs

released from Greenland are also highly problematic for

models. Recent studies show that a significant fraction
of the icebergs melt inside some of the fjords (Enderlin et
al., 2016) but, also, that many icebergs are exported from
the fjords after a non-trivial time lag (Sutherland et al,
2014b).

4. Summary

Major advances in understanding glacier/ocean
interactions in Greenland have been made over the last
decade as interest for the role of the ocean in triggering
Greenland’'s dynamic changes and the impact of in-
creased Greenland freshwater discharge into the ocean
has grown. These studies collectively have shown that
Atlantic waters reach the margins of large glaciers at
depth and drive substantial submarine melt. They have
also shown that the glacier/ocean exchange is strongly
modulated by the seasonal release of surface melt which,
In turn, has a big impact on submarine melt. In terms of
melt-water export, these studies have shown that
Greenland’'s meltwater is exported in the form of highly
diluted glacially modified waters and that their proper-
ties are set by the processes at the ice edge, including
subglacial discharge, and by fjord processes. In general,
we expect the meltwater export to have a strong
seasonality and the meltwaters to be distributed over the
upper 100-200 m.

Key questions pertaining to glacier/ocean interac-
tions in Greenland remain, however, and we are far from
being in a position to provide submarine melt rates to ice
sheet models or meltwater forcing to ocean models.
Specific issues that need to be addressed include:

1. Testing of melt rate parameterizations using high-
resolution models and data.

2. Establishing the patterns and rates of subglacial
discharge for marine terminating glaciers.

3. Understanding the role of externally forced fjord
circulations in setting the submarine melt rate
magnitude and in regulating the meltwater export.

In addition, it is important to remember that submarine
melt rates affected, for example, by oceanic or atmos-
pheric variability, are only one of the multiple factors
influencing glacier stability. Thus prolonged measure-
ments of multiple systems is key to unraveling the

different dynamics at play and improving our under-
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standing of ice sheet variability.
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Modeling subglacial meltwater plumes and associated sediment transport

Yoshimasa Matsumura'*, Yoshihiko Ohashi*!, Shigeru Aoki', Shin Sugiyama®*

The surface meltwater of the Greenland ice sheet is drained through englacial channels called moulins that reach
the bedrock, and hence it contains substantial amounts of terrestrial sediments. The meltwater runoff from marine-
terminating glaciers form an upwelling turbid plume at the glacier front and drives overturning circulation in the fjord.
We perform idealized numerical experiments on the turbid meltwater plume and associated sediment transport by
using a non-hydrostatic ocean model coupled with a Lagrangian particle tracking system that simulates the dynamics
of suspended sediments.

X =7 — R BRIV — & - SRS EE - A TERNE - IEE ST TV
Meltwater plume, suspended sediment transport, Lagrangian particle tracking, non-hydrostatic ocean
model
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al,, 2008; Pritchard et al,, 2009), #FFE-KIREAHBEAEH O A2 BT 5RO ZEN) @il L CRBICHEEL, oK
PR LT AR DS - RIERICB W TR b EELREED T O G % EA2W)Io X H 12 CHlEICR T 5
—D Lo TWAD, KRB/ OMENDR A, COMICERE oMY A BEWE L LTI Ak
BB L I, MKIR O EFA-AIK o JETH R 2 s S HEEEICE S % (Chu, 2014). 2 O 7= ORI 13K
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et al, 2016). JFIZKmATEFEFIZHAL TWb H—E
¥ TR DB A SRR O HK TR & 0 2R <I2hn
BT 505 T 2RAEKIZIRKTH 57203 %215 T
AL, FERRCEEYE & SREICIET 5. FERIK
K TR K5 & LB RRTFOSEIEIC L o C
ARSI, RO — VS X BBEEEN S L2
LTS (i, #fE).

JE ) Ok EIRE LA OE A L 72 BRI
L 72 RENIK & IR IZ R IR YY) A3 ol a2 o
T L, ZOMMEH L LTTRE TN S oL
CC74 3NV FNTTAF 27 ) MEERICHED L 7285
BEDMRE) S b (Carroletal, 2015). 7 —E > 7K D
PR IR TEIZE L T b7z, ZOEER
RO mEKE 7 1 I FNENZE] & A A THlEE
DA K FK I F Tk L, K ORLE % R L T b
ZEMER SN TW A (Straneo et al, 2011).  7- e
THEA D ORFEK T IV — L OB E ORI HE
WERE A CTHRBICESEHGHSTBY, Nz THE
WE b S EORERFEMETTESE TN L TR D
BB, YEEEOBLEA S LR A T 85
TOEWAEICEDFEE» b DEEZONDL. —)i Tl
TR S C O B B O 3T H 5t % 3 2 72 00 JeBRsE 12kt
L CHBAIIEA L T 21BN S %

Z D X ) IR AL D EE K ORI 2
WRPEIRER & 2 USRS R IR b E A F TE LM%
VAT AEREEL, 74 I R O T o A RE
RICBVWTHAREAMICEE 2 ZEH2Ho T2
(Lydersen et al, 2014). L 2> L 72 %5 & JKia] B R 7K ¥
ANOFHIZR S 2 BAEOWIZED 2 I T B AE B
LTBY, K& EE Y B A O 8 &1 2 R R,
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1
. fﬁ-b/j'»

=

b)

FNDERERICG 2 BB I OoOnTIZIZE AR S
TWiw, KiE (2015) (KRR CHBLT 25
&K R N TR 7 — % (MODIS Hf§) 2> S5 L,
ZOHBEH) & QARERRLMI 7 00 7 1 ViR L O
fradam L7205, NITHREIC X - TEB K Z BT
ELDFBEWENZ CRBICHEET 2HEICRON
L. KW TIRZ ) — 2T v R — Y ¥ 7K K2
g 57430 KL -8R EOBEE T VIC
Lo TRUEK %2 IR & 3 2 mE KD LA TV — A%
L, BARCZNCEINLBEWER 74 IV F
WaED L) ICHEEIND D EHFHET 5.

2. UEES )L EREREE

FERFNATA FRARFE R 122D I MR € 7L kin-
aco (Matsumura and Hasumi, 2008) (24 > 7 A YT
R A HLAGA I, KR D 250 BRE Y R T
%777 T Ik Particle-in-Cell (PIC) T ¥
HEEE 7V (Matsumura and Ohshima, 2015) & Fv:7-.
ALY ERT V-2 0FEB L, THUIETINDEE
WE Ok K VRGBT L 8T X FALICHED 2 L R B
WWEB T2 EeHTES. M1IZPICHRET VOME
Mz,

WAL 7 D A A 7 el & i L 72 3 IRoeIR:AE
VI-2 b= 2AHBRICL > TFHRT 2. EHIZIEE
FEOEFHEOXD HEPpNLRT YV »fElE, LEET
EE AL & AR VTS 2 212X K
£ 5. L - WIS PR OBIRILEOT A 2
T5Z L) TFIREN, WKEEIIEE T TOWEN -
W oT7HMER OKEOMEE L TELHATERIA I N

B 1 : PIC BiEE 7V OMEM. a) Wi# (FRHED (IBFHTHA 7 -WMIZTHREN,
% OFT (R - #) 3777 0T 2WICHBRSEIE SIS (R - EEA). b) BTFRIC

BB BB LT

Figure 1 : Schematics of PIC-type ocean model. a) Velocity field (blue arrows) is predicted
at the surfaces of each cell in the Eulerian form, while the trajectory of each individual
particle (red and orange circles) is calculated in the Lagrangian form. b) Sub-grid scale
settlement of the suspended sediment particles in a grid cell.
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Figure 2 : a) Domain of the simulation and b) the initial stratification for potential

temperature and salinity.
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DWW, WEKISR T 2 A R IZ ) &K A 52T 5
HEPUATEE 3 2 R IC B 5 LRGE L7z, #EK 77
WS 2 SRR F DA IE R 4 $ 100 um FRFE (Zh
Lo A 2ok Fi3@se ikl ChishcL &
) THY, 0L BMUNLT OB FER A 512
Wizl LT MG S B KL AR EE AR §
% TOE A7 — M AZE TV O EZAIE L D +55/h
S, COREIEFIZYTHL LML, KO
Yrkr 7 OILFEEEE 12 Rubey O3 (Rubey, 1933) 2512 X -
THEPEN L2, KWL THER L 5 FRELE 10-100
pm O 3 FH T U 0 P B 3 EE 13 42 Tk @ Stokes HINZ 7€
5
2 —
W:ﬁiﬂa&

T AR T OEMER, vIiZ#EEROS TR, ¢
BEIIEREORE S, oo IFHKFEE, o IEEWE %
BT 2 OEETH Y, TN OHBIN %
AT B & IR L 2 L M ICA M 5 E A 10 4m
ORAFT W~10"ms?, M VEPRICHYS 3 5 B 100
um DFLFTW~102ms! E AL LT LN TE 5,
FBEO B BRI 4 2 R O S E AL T-AY Y 72
YA AR MVGHI > THIEL TWA LEZ bR
B, K TIIEHEO O FORE ($hbbik

Uik BEE ) 2 —E & L, W=102 103 10*mst® 3
= AN DOWCKEE TR A i L 72, RIS
BT BN T OEBIIERTHY), 20ETEHRH
EWBENTRWzD, BHEET VO 1RFIE R
EROZHOKT 2 REL T D EALRT. KIFZETIE
KAEICEDS THMEEF NV TO 1 RF 2B F 10 kg
WCHET L LTWD. BYETIVICIZIFEET 2 55
YR T HRDE S A3k OB B 5 2 5 R
L E L CONFIR D ETNT VDAY, KWFFEDFE
BREEE Tl 70— L OF NI BTG OHF G- 1L
Thh), ZOMRIIMHTZ L.

EERFEI L LT ) =0T Y FOA— ¥ ¥ 7RI E
Tt B/ 7 4 9V KA FEE L725075 12.8 km, 7§
4t 3.2km, $R1E 600 m OFIERNE & E L, IS
Ui V2 g SRS $58 3 5 80 1) 37 o 72K K v (B2 iR E
500 m) ZBCTE S 5. KT A H2 L2 K] TH 0D 7K B
L 720 200m, & 50m @ b ¥ A OVEROREEK
KEAZFT, 225 FIRANICEEEOBEK Z MG+
5 (M2a). =B by AIVEEEITEEE TV R
JEHTE & Losch (2008) (280 {HIKET IV OMAED
FIZL S TEHEINTVDED, RUFZEDORBEICB VT
WK=K O BT F R EAEH %2 WAL L CTnh b 720,
WD B X 2 0K A ORI I3 A U 7w,

Iz - 350 O IIMEIZKF—H8 & L, Chauché et al.
(2014) FEE2ZBZIHFOT) - T F743)V g
OB 7 B A 5272 (M 2b). $74bbH 300m
Doz et iy & 2 I & 3 5 KA E © Polar Water
(PW:0T, 34psu) 2MEFEL, T & VgL 2 REEHED
5d7n S AW EREE O Atlantic Water
(AW :2.8C, 34.8psu) 5. PW & AW ORI
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MR IEREE B L DS ck L. F2H812X 5
fnE &gk - KILEEE K D B X BB TIRE O
Surface Water (SW : 5T, 30psu) 2’2 20miEF T
R o TWA, HBIWEER2S b A )V 2@l s 5 &
INTHEKIRE DA (0T, Opsu) ZFASHE, FEEC
b > ROV TR B HEREIAL 1 % ke IS IR A § 5 2
& THIK 2 & S LK a ok & ks 5. diitiE s
L T @=100, 300, 1000 m®s? @ 3 38 1) DIk % Fhiti L,
TRTOERIZB T D721 10 kg OIEE Y EIZH
9 2 HERE WKL T % 4R 100 3 A L7z (10°kg s DI
EY B AR 1A M) AR IZKE 50 m X #7110
m, ACPEEFUIBEM & L, W CIIRAL - HH5 % MK
JE SRR 5. WHTOBRT T v 7 ARSI 2T
W, FRIRIREED & B A BAs L, RS R S R K
TV — K DOMF AN O AR D H L Q=1000 m® s7!
m, W=10"ms! D7 — A (FB Al) IZB W\ THEEE
MR ET 5 FTO S & L7z, HBERICBIT
% EER ARG = Q & RE Y E LR W iR F 112
FLo7.

72 BILAT A K RFFEK P EBRIZ EOFEE OJRE T
PERRFISEME N E EN TV L PEERMICIZHS 2T
e, AWIETH 272 103 kg s~ & W ) MEIZHERIZARILIE
v, F72INC BT 2 KA XY b TR YRR
AR LIR BB B NS A 2 s TB
D, BT 20 & 3 R O MR T 2 A
THEV)REDELEE R, Licdso TR TU#Z
SN L BEDEEAFREOERMIE, £FEBIZBNT
BASNIHRYRE IS T 285G L L TOERL >R

R FERICBU KT T v 7 2 Q B X OHRENE
LR EE W
Table 1 : Values of the meltwater discharge flux @ and the
sinking velocity of suspended sediments W for each
experiment.

QIm® s!] Wlm s]
Al 1000 10
A2 1000 103
A3 1000 10
Bl 300 10
B2 300 103
B3 300 10
Cl 100 10
C2 100 10
C3 100 102

72 W EIEE I NI,

3. f5R

FUOICER D IMARDRE R IRREREE DBV EER
Al OFRERT. B 3ITMEAKEEISRIG T 5 B E R T
GHBEOREBECTHS. b2 VIRBAKO»SHMH L
7o Rl R A X FEBRBIAA AT B IR RS2 IR > THEA- L
BTN FET B, BT 2 FHER IR KK & Rk
DNV T R L CERBEZIEAY, 1REHEIZIET 43
WV REEE 729, FORIIEEAKIZRAIC L 2300
Y NI A NHERE)Y A SRIEAGER I & ) EETUha & i
NPT SN, BEEEIBRI N T, 22 LEE
FERHASET 2 FEH L T B DK R DA TH

AR S 72 ) ORER TS AR (BEICHY) O 3KITR) 2—AL 2y ¥ 7HE

g KRB ELEOKER T2 &0, L oI FERHGE2S 0.5, 1, 2, 4, 6, 8

fH] .

Figure 3 : Three-dimensional volume-rendering images of suspended sediment concentra-
tion at 0.5, 1, 2, 4, 6, 8 hours. The red-colored regions contain a greater amount of

suspended sediments.
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Figure 4 : Snapshots of cross-fjord integrated (left column) and vertically integrated (right column)
suspended sediment content at hour 8 for cases Al, A2, A3, Bl and C1.

D, TNEDEFTTIEERBEIED SWEBOE TIZHED A
LA T I EBERIE 7 s IV F
EMEZ —FRI O TWA S, 4BE ARG 5 & HiEkE
WD XY, TV — DR EG 2 > THE
DOEEMIIHIE SN T 5, HEIBEMIZG > 727 Vv — 2%
Uil 8 IR B\ SR IS BE 5 5. X4 13K FEBRD 8
FREIfRIC BT 5, 7 4 TV FERIT ) K OV TE 77 1) L2 AR
BL-BEWHERETH L. T2 5 IEFEBREE R K
ARG S OHRECIG U T4 DO BIaEL, 2he
MOG3N T 8 kg 12 O R M B A7 TE 5 D S
Ta7rANVETay LD THS. Md-a bB
L UM 5-a 20 5 FEEE AL ICBW TR 7 1 TV KK
L) 2km DR CIIBEWEEHEROE — 7 H 50m %
WZArE L, F7oi A S N7 BB E o K HyaRis e
ORI RG2S x A THE) ICHFELTWA I E2Db
5
R =L AL LR LT, RFIRREERE 2 A
LS/ EEEROM R 2N 5. FEB A2 (TRED
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Figure 5 : Vertical profiles of suspended sediment content at hour 8 for all cases. The domain is divided into four
regions by the distance from the glacier front, and the vertical profile of horizontally integrated sediment content

is plotted on a logarithmic scale for each region.
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Air-, surface-, and subsurface temperatures were recorded by automatic weather stations in Bliss
Bugt and Moore Gletscher, Johannes V. Jensen Land, North coast of Greenland from 2006-2010. The
In 20
cm depth below the surface at Moore Gletscher, the mean annual temperature is -13.2 C (2007-2008).

mean annual surface temperature is -12.1 C in Bliss Bugt and -13.8 C at Moore Gletscher.

High-amplitude fluctuations of the winter temperature at the surface and in 20 cm depth at Moore
Gletscher indicate that the surface has little or no snow cover, possibly due to catabatic winds from the
glacier. In contrast, in Bliss Bugt, ¢. 5 km to the north, the surface temperature series only shows low-
amplitude variations during the winters. This indicates a significant snow cover in Bliss Bugt,
persisting throughout the winter. The surface temperature series reveals that the surface is snow

free from mid-late June to late August in Bliss Bugt.

Keywords: Surface temperature, soil temperature, Bliss Bugt, Moore Gletscher, North Greenland

1. Introduction

Instrumental temperature records from the High
Arctic are characterized by few observation points, very
uneven geographical distribution of observation points,
and short temporal coverage of the observations
(Bekryaev et al, 2010).

record of the north coast of Greenland only extends back

The instrumental temperature

to 1980 with data from an automatic weather station
located at Kap Morris Jesup (Fig. 1; 83°39'N lat.; 33°22°W
long., 4 m a.s.l; WMO station ID 4301; Cappelen et al.,
2000) and operated by the Danish Meteorological
Institute. The temperature series from this station
suffers from several data gaps and the completion is only
65% for the period 1980-1999 (Box, 2002).

that additional short time series of air and ground

This means

temperature observations from this very remote region

add important information that might be used for studies
of the cryosphere, e.g. glacier mass balance, snow cover,
the thermal state of permafrost, and validation of
1998;
Christiansen et al., 2008; Romanovsky et al., 2010; Urban
et al, 2013; Williamson et al., 2014).

During a field campaign in North Greenland in 2006,

remotely sensed data (Braithwaite et al,

two automatic weather stations were deployed in Bliss
Bugt and in front of Moore Gletscher, both located in
Johannes V. Jensen Land at the central north coast (Fig.
1). The stations were configured to measure air
temperature 2.5 m above the ground, precipitation,
surface temperature, and soil temperature in 20 cm
depth Data were
recorded from 2006-2010, and retrieved during field

work in the summer of 2016. The aim of this paper is to

(in front of Moore Gletscher).

present the temperature data series from Bliss Bugt and
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Figure 1 : Map of North Greenland. The two automatic weather stations were located in
Bliss Bugt and Moore Gletscher in Johannes V. Jensen Land. The location of the
meteorological station at Kap Morris Jesup is also shown.

Moore Gletscher.

2. Setting

The north coast of Greenland is characterized by a
High Arctic, arid climate. There is perennial sea ice
cover at the Arctic Ocean along the north coast. Kap
Morris Jesup annually experiences 154 days of midnight
sun and 143 days of polar night. Some of the coldest
temperatures ever measured in Greenland (outside the
Greenland Ice Sheet) are from North Greenland. The
coldest temperatures recorded in Greenland in

November and December in the period 1980-1999 were
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Figure 2 : Stacked curves of monthly mean air temperatures
from Kap Morris Jesup from 1980-2013. Data from the Danish
Meteorological Institute.

measured at Kap Morris Jesup with 45 C and -48.9 C,
respectively (Cappelen et al, 2000). The mean monthly
temperatures at Kap Morris Jesup from 1980-2013 are
presented in Fig 2. Based on years with complete
temperature records, the mean annual air temperature
at Kap Morris Jesup is -17.3 T from 1980-2013.
Cappelen et al. (20000 report a mean annual air
temperature of -18 C at Kap Morris Jesup from 1980-
1999. Positive mean monthly air temperatures only
occur in June, July, and August (JJA). The mean
summer (JJA) air temperature is 0.3 C at Kap Morris
Jesup based on months with a complete record in the
period 1980-2013.

3. Data and methods

In Bliss Bugt, an automatic weather station was
deployed at 83°31’ N lat; 28°47 W. long.; 17 m asl (Fig.
1). It was operated from July 30, 2006 and recorded
hourly until April 19, 2010 when the datalogger memory
was full. Air and ground surface temperatures were
recorded with Gemini Data Loggers TinyTag Plus2
TGP-4020 with a PB-5001-1M5 10 K NTC thermistor.
For positive temperatures, the accuracy of the sensor is
0.2 C, and for negative temperatures it ranges from
0.2-0.4 C. The air temperature was measured 2.5 m

above the ground and the thermistor was mounted in a
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_ Air temp. sensor

Figure 3 : Photograph of the automatic weather station in
front of Moore Gletscher, August 4, 2006. The surface and
sub-surface temperature sensors are not visible. Persons for
scale.

white plastic solar radiation shield. The ground surface
thermistor was radiation shielded by well-ventilated
rocks. Temperature range of the thermistors is re-
ported to 40 to 125 T by the manufacturer although
they did return colder measurements. This station did
not measure temperature below the surface.

A second automatic weather station was deployed c.
700 m from the Moore Gletscher terminus at 83°29'N lat,;
28°55'W long; 10 m a.s.l (Figures 1 and 3). It was
deployed on August 4, 2006 and recorded hourly until
February 2, 2010 when the datalogger memory was full.
This station was equipped with similar instruments as
Bliss Bugt, but additionally it measured soil temperature
at 20 cm depth below the surface.

Both stations were also equipped with an automatic
precipitation gauge. However, one was missing when
the stations were visited in 2016, and another did not
return meaningful data. Table 1 provides an overview

of the recovered data series from the two stations.

4. Results and discussion

The two air temperature sensors only recorded data
from July/August 2006 to November 2006/ April 2007,
respectively (Table 1). They stopped recording data for
unknown reasons. The Danish Meteorological Institute
automatic weather station at Kap Morris Jesup was also
not recording data from January 2006 to July 2009, and
the only overlap between our temperature observations
and Kap Morris Jesup is from July 2009-April 2010.

The air temperature data from Bliss Bugt reached a
minimum of -43.2 C on December 2006. This series
also shows that the 2006-2007 winter air temperatures
range between 0 C and -43.2 C. The surface
temperature in Bliss Bugt, however, is characterized by
much smaller amplitude during the winters (Fig. 4A;
Table 2). The four recorded winters all show a similar
trend where temperature drops below zero in mid-late
August and does not reach positive temperatures until
mid-late June the following year. The lowest surface
temperature of -28.7 C in Bliss Bugt was recorded on
March 12, 2007. We interpret the low-amplitude winter
surface temperatures in Bliss Bugt as evidence of a
significant snow cover that does not allow the short-
lived air temperature fluctuations to penetrate to the
ground surface (Christiansen et al, 2008). This is also
supported by the slow transition from negative to
positive ground surface temperatures in mid-late June
each year. The ground surface temperature first rises
steeply to O C in June each year and stays at c. 0 C for
1-2 weeks. This is interpreted as the final period of
snowmelt.

The summer surface temperature in Bliss Bugt
shows much larger amplitude than the winter tempera-
ture and follows closely the air temperature fluctuations
in 2006. The maximum ground surface temperature
was 24.7 C recorded on August 1, 2008 and the

Table 1 : Overview of automatic temperature recordings in North Greenland, 2006-2010.

Station name

Position

Parameter

Start date

End date

Bliss Bugt

83731'N; 28°47TW

2.5 m air temp.

July 30, 2006

April 24, 2007

Bliss Bugt

83°31'N; 28°47TW

Surface temp.

July 30, 2006

April 19, 2010

Moore Gletscher

83°29'N; 28°55'W

2.5 m air temp.

August 4, 2006

November 14, 2006

Moore Gletscher

83°29'N; 28°55'W

Surface temp.

August 4, 2006

February 2, 2010

Moore Gletscher

83°29'N; 28°55'W

20 cm soil temp.

August 10, 2006

December 3, 2009
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Figure 4 : Temperature records from 2006-2010 from the automatic weather stations at the
North coast of Greenland. A. Bliss Bugt. B. Moore Gletscher.

Table 2 : Summary of data from automatic temperature recordings in North Greenland, 2006-2010.

Station name | Parameter Thean (2007; C) | Thmean (2008; C) | Tmean (2009; C) | Timax (T; date) Thin (C; date)
Bliss Bugt 2.5 m air temp. | No data No data No data 10.5; -43.2;

August 10, 2006 | December 1, 2006
Bliss Bugt Surface temp. -12.0 -12.4 -11.8 24.7, -28.7,

August 1, 2008 March 12, 2007
Moore 2.5 m air temp. | No data No data No data 10.4; -37.3;
Gletscher August 10, 2006 November 8, 2006
Moore Surface temp. -13.6 -13.9 -14.0 23.5; -44 .6;
Gletscher June 29, 2008 March 8, 2007
Moore 20 cm soil temp. | -12.8 -13.6 No data 7.0; -33.9;
Gletscher July 27, 2007 March 9, 2007

temperature ranges between 0 C and 24.7 C during
the summers (Table 2). The mean annual ground
surface temperature in Bliss Bugt is -12.1 C based on
the complete years 2007, 2008, and 2009.

The air temperature data from Moore Gletscher
reached a minimum of -37.3 C on November 8, 2006
before the instrument stopped recording data later that
month (Fig. 4B; Table 2).

Bliss Bugt shows the same trend. The ground surface

The period of overlap with

temperature series at Moore Glacier, however, differs

significantly from Bliss Bugt (Fig.4). The amplitude

during the winters is much higher, and the ground
surface temperature mimics closely the air temperature
during the period of overlap in late 2006. Winter ground
surface temperatures at Moore Glacier reach a minimum
of -44.6 C on March 8, 2007, and the amplitude reaches
c. 40 C in the winter of 2010. The similarity to the air
temperature in late 2006 and the high amplitude of the
ground surface temperature during winters compared to
Bliss Bugt indicate that the surface at this locality does
not have a significant snow cover (Christiansen et al,

2008). The transition from negative to positive temper-
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atures is rapid in all three years, and there are no
extensive periods with near-zero temperatures. This
also suggests that there is almost no snow cover.

The summer surface temperature trend at Moore
Gletscher is similar to Bliss Bugt. It closely follows the
air temperatures in the late summer of 2006. The
maximum ground surface temperature was 23.5 C
recorded on June 29, 2008 and the temperature ranges
between 0 C and 23.5 C during the summers (Table 2).
The mean annual ground surface temperature at Moore
Gletscher is -13.8 C based on the complete years 2007,
2008, and 2009.

The temperature at Moore Gletscher was also
recorded 20 cm below the surface (Tables 1-2; Fig. 4B).
The amplitude of this temperature series is smaller than
at the surface and in the air but it follows the fluctuations
recorded on the ground surface. Minimum tempera-
ture in 20 cm depth was -33.9 C recorded on March 9,
2007, and maximum temperature was 7 C recorded on
July 27, 2007. The mean annual temperature 20 cm
below the surface at Moore Gletscher is -13.2 C based
on the two complete years 2007 and 2008. We interpret
the high-amplitude winter temperature variations in 20
cm depth as an indicator of a very limited insulating
snow cover at the surface.

Notably, the ground surface temperature at Moore
Glacier rises above zero 3-4 weeks earlier than in Bliss
Bugt each year. Together with the high-amplitude
winter temperature fluctuations, this indicates that the
snow cover was limited throughout the observation
period. We suggest that the limited snow cover in front
of Moore Gletscher is due to catabatic winds from the
glacier, blowing snow off the ground surface. The
station in Bliss Bugt is located on the flat, open coastal
plain at the north coast of Greenland (Larsen et al., 2010).
Although this very open plain is not favorable for snow
accumulation, our data show that the surface is, indeed,
snow covered until mid-late June. The snow cover also
explains the slightly higher mean annual ground surface
temperatures in Bliss Bugt compared to Moore
Gletscher (Table 2). Ground surface temperature data
suggest that the surface is free of snow from mid-late
June to late August in Bliss Bugt. Air, surface, and 20
cm depth temperatures all suggest that the study area

hosts continuous permafrost (e. g French, 2007;

Christiansen et al, 2008). Only the upper 20-30 cm of
the ground were thawed during installation of the

thermistor at Moore Gletscher in August 2006.

5. Conclusions

- The mean annual ground surface temperature in Bliss
Bugt is -12.1 T (2007-2009) and -13.8 C at Moore
Gletscher (2007-2008).

- The mean annual temperature at 20 cm depth below
the surface at Moore Gletscher is -13.2 T (2007-
2008).

- Snow free surface conditions extend from mid-late
June to late August in Bliss Bugt (2007-2009).

- The lowest recorded temperature was -44.6 C at the
ground surface at Moore Gletscher on March 8, 2007.
The highest temperature was 24.7 C at the ground
surface in Bliss Bugt on August 1, 2008.

- Bliss Bugt and Moore Gletscher experience very
different snow cover conditions. The low-amplitude
fluctuations of surface temperature in Bliss Bugt
suggest that the surface is snow-covered throughout
the winter. The forefield of Moore Gletscher experi-
ence high-amplitude variations in surface and subsur-
face temperature, indicating that the snow cover is

absent or thin.
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As part of a research project titled, “Snow Impurity and Glacial Microbe effects on abrupt
warming in the Arctic” (SIGMA), numerous observation campaigns were conducted on the Greenland
ice sheet (GrIS) from FY2011 to FY2015. To support research activities in the field, the Japan
Meteorological Agency Non-Hydrostatic Model (JMA-NHM) was applied to form a numerical weather
prediction system covering all of Greenland. Before executing our numerical simulation using this
model, however, we modified the model to better represent the meteorological processes over the
GrIS, since the original model was adjusted to fit mid-latitude environments. Using our modified
model, we performed numerical weather prediction twice per day such that expedition crews in the
field could access the resulting prediction information in the morning and evening, which helped them
plan and execute their daily missions. Further, we improved our model during these campaigns by
referencing the daily reports obtained from the observation site on the GrIS. In this paper, we

describe our weather prediction system and evaluate its performance in reference to surface

meteorological observation data.

Keywords: Greenland, Weather prediction, Non-hydrostatic model

1. Introduction

Field observation campaigns, especially in polar
regions, often face severe weather conditions. Since
weather is indeed one of the strongest factors that
influence field activities, accurate weather prediction is
crucial for making a campaign successful and ensuring
the safety of the individuals involved. In general,
operational weather predictions have limited availability
in such campaign areas. There are research-based

prediction systems that target polar regions, in particu-

lar the Arctic Numerical Weather Prediction (Hines et
al, 2008, Hines et al, 2011, Wilson et al, 2011) and
Antarctic Numerical Weather Prediction (Powers et al,
2003, Bromwich et al, 2013) systems, both currently
based on the Polar Weather Research and Forecasting
(WRF) model, though previously on the Polar Fifth-
generation Mesoscale Model (MM5) (Bromwich et al,
2005).

Unfortunately, these existing systems are not
customized for particular campaigns. If expedition

crews in the field are able to access prediction
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information customized for their specific campaigns,
their activities become safer and more efficient.
Further, observation data obtained during a campaign
often include information regarding various phenomena
that go undetected by operational observation systems,
thus these data are useful for validation and improving
existing weather prediction models.

In the summer seasons of 2011-2015, the “Snow
Impurity and Glacial Microbe effects on abrupt warming
in the Arctic” (SIGMA) project conducted glaciological,
meteorological, and biological observation campaigns in
Greenland (Aoki et al, 2014; Niwano et al, 2015). To
support these campaigns, we created a specific weather
prediction system in the summer season of 2013, then
extended our system for campaigns held in successive
years (Hashimoto et al, 2016). Weather prediction
information was also shared with other cooperative field
activities in Greenland, including the following: field
observations of aerosol and frost flower at Siorapaluk,
northwestern Greenland (Hara et al,, 2014; Matoba et al,,
2014); glacier dynamics observations on Bowdoin Glacier
(Sugiyama et al., 2015) as part of the Green Network of
Excellence Arctic Climate Change Research Project
(GRENE-Arctic, 2011-2015); glaciological and meteoro-
logical observations at the southeastern dome (SE-
Dome) site in southeastern GrIS (lizuka et al,, 2016); and
maintenance of the Greenland Climate Network (GC-
Net) Automatic Weather Station (AWS) by the Institute
for Snow and Avalanches Research (SLF), Swiss Federal
Institute for Forest, Snow and Landscape Research
(WSL).

In the present paper, we describe our weather
prediction system based on Hashimoto et al. (2016),
showing prediction performance as evaluated with
reference to surface meteorological observation data

obtained from several field campaigns.

2. Meteorological data at field campaign sites

As part of the SIGMA project, an AWS was installed
in the summer season of 2012 at a point called SIGMA-A
on the northwest GrIS at 1,490 m above sea level (asl)
(Aoki et al., 2014; Niwano et al,, 2015), as shown in Fig. 1
(b). This AWS continues to measure meteorological

parameters, including air temperature, humidity, air

pressure, wind speed, and wind direction, as well as
radiative properties, including downward and upward
shortwave radiation and longwave radiation. Similarly,
again shown in Fig. 1(b), as part of the GRENE-Arctic
project, an AWS (WXT520, Vaisala) was installed on the
eastern flank of Bowdoin Glacier at 100 m a.s.1 to
measure air temperature, humidity, air pressure, wind
speed, and wind direction during expeditions conducted
in the summers of 2013, 2014, and 2015.

Further, in a field campaign spanning from late May
to early June 2015 at the SE-Dome at 3,170 m a.sl, as
shown in Fig 1(c), air temperature, humidity, air
pressure, wind speed, and wind direction were measured
using a handheld meteorological meter (Kestrel 4500
NW). Cloud types, cloud coverage, and visibility were
also recorded via visual observations. Specific explana-
tions of the meteorological measurements from SIGMA-
A, Bowdoin Glacier, and the SE-Dome are provided by
Aoki et al. (2014), Sugiyama et al. (2015), and Iizuka et al.
(2016), respectively. We compared our prediction
results with these observation results to evaluate the

accuracy of our prediction system.

3. Model description

We applied the Japan Meteorological Agency Non-
Hydrostatic Model (JMA-NHM, Saito et al., 2006) to our
numerical experiments, essentially the same configura-
tion as that of the operational weather prediction system
implemented in Japan, with the following exceptions.
First, instead of the original configuration, which adopts
a double-moment scheme only for cloud ice and a single-
moment scheme for other hydrometeors (i.e., snow and
graupel), we applied a double-moment bulk cloud
microphysics scheme to predict both the mixing ratio
and concentration of particles of solid hydrometeors (i.e.,
cloud ice, snow, and graupel) and a single-moment
scheme to predict only the mixing ratio of particles of
liquid hydrometeors (i.e., cloud water and rain).

Second, for ice crystal formation in the atmosphere,
we adopted a temperature-dependent parameterization
instead of one that depends on the super-saturation ratio
for ice and the updraft velocity of a grid from the original
configuration. Third, we turned off the ice-saturation

adjustment scheme (Tao et al, 1989) in the original
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Figure 1 : (a) Calculation domain for our numerical weather prediction experiment, with enlarged views around (b)
Qaanaaq and (c) Tasiilag. Triangles and circles indicate camping sites and base towns, respectively.

configuration to avoid the unrealistic formation of ice
clouds in the upper troposphere (Hashimoto et al. 2007).
Similarly, we also turned off a cumulus parameterization.

JMA-NHM has four land surface classes, i.e., soil,
snow, sea, and sea ice. In the original configuration, the
surface temperature of a grid is allowed to rise higher
than the freezing point even if the surface of the grid is
classified as “snow”. Note that this considers the sub-
grid scale heterogeneity of land surface characteristics
(e.g., a mixture of soil and snow surface in a spatial scale
less than the given grid spacing, ie., several kilometers),
which is usually included in domestic weather simula-
tions (Hara, 2008). As our fourth alteration to the
original model, we limited the surface temperature of a
snow grid to be lower than the freezing point, since the
heterogeneity of land surface characteristics is rarely

seen on the GrIS.

4. Numerical experiments

Figure 1(a) shows the computational domain, with a

domain size of 2250 X 2750 km in the horizontal plane
and 22 km in the vertical direction. Horizontal grid
spacing is set at 5 km, while vertical grid spacing is
stretched from 40 m at the surface to 886 m at the top of
the domain. We employ 50 variable vertical layers
using a terrainfollowing  coordinate  system.
Integration time is 42 hours for each simulation, with a
timestep interval between 8 and 12 seconds.
Computations of the radiative process are performed
every 15 minutes at a horizontal grid spacing of 20 km.
The initial and boundary conditions were obtained from
the global forecast obtained via the Global Spectral
Model (GSM) of JMA. Model topography was based on
the 5-km-mesh surface elevation data from the digital
elevation model of Greenland provided by Bamber et al.
(2001). Simulations were performed twice per day with
an initial time of 06 or 18 UTC throughout the various

campaigns, with hourly output data used for our analysis.
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Aoki et al. (2014) reported that it rained intermit-

>- Results tently from the afternoon of July 10, 2012 through the
5.1 SIGMA-A morning of July 13, 2012. The measurement of

Figure 2 shows the observed and predicted precipitation was performed from 18 : 00 local time on 12
meteorological parameters throughout the field cam- July to 09:00 local time on 14 July during the event.
paign period of July 2012 at SIGMA-A. The model did The measured rainfall was 20 mm. Based on this value,
well in terms of predicting downward shortwave and the total amount of rainfall during the event was
longwave radiant fluxes, except for occasional under- or estimated to be 60-100 mm (Aoki et al, 2014). Niwano
overestimations of a daily maximum of downward et al. (2015) estimated the total rainfall amount as 100
shortwave radiant flux, as shown in Fig. 2(a). When the mm on the basis of ERA-Interim reanalysis data with
observed shortwave radiation showed a clear sine curve, appropriate correction. Appearance of this rainfall
which indicates almost no cloud coverage, our predic- event was certainly predicted by our system, as
tions agreed with observations. Conversely, when indicated by the blue line in Fig. 2(a), but the total rainfall
cloudy conditions were expected, our predictions showed amount was predicted as 10 mm at the SIGMA-A site.
a bias from the observations. The mean error (ME) and In general, quantitative accuracy of rainfall prediction is
root mean square error (RMSE) were -28.2 W m™2 and affected by many factors, including a shift of rainfall
69.9 W m™, respectively, for the predicted downward zone. This point will be the subject of future study.
shortwave radiant flux, and -2.2 W m2 and 23.9 W m™?, The wind speed and direction, shown in Fig. 2(b), as well
respectively, for the predicted downward longwave as the temperature and water vapor mixing ratio, shown
radiant flux (Fig. Al in Appendix A). in Fig. 2(c), showed generally good agreement between
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Figure 2 : (a) Observed (black) and predicted (red) downward shortwave (DSW, solid
line) and longwave (DLW, broken line) fluxes at SIGMA-A for the campaign period of
July 2012. (b) Same as (a), but solid and broken lines represent wind speed (WS) and
direction (WD), respectively. (c) Same as (a), but solid and broken lines represent air
temperature (T) and water vapor mixing ratio (Qv), respectively. Note that the blue
line in (a) shows the predicted hourly precipitation amount.



Numerical weather prediction system for the GrIS 95

observations and our predictions. According to the
analysis of prediction error shown in Figs. Al and A2(a)-
(d), our prediction system has the same level of
performance as in July 2012 throughout the campaigns in
July 2013 (Fig. 3) and June 2014 (Fig. 4).

5.2 Bowdoin Glacier

Figure 5 shows the observed and predicted
meteorological parameters through the field campaign
period of July 2013 at Bowdoin Glacier (Sugiyama et al.,
2015). Shown using solid lines in Fig. 5(a), the wind
speed showed generally good agreement between
observations and our predictions, although a large
overestimation occurred in some cases. Our model
showed a systematic bias in wind direction, as indicated
by the red broken line in Fig. 5(a). An easterly wind
was predicted by our model most of the time, while
westerly winds were actually observed, except for a few
short-lived occurrences of an easterly wind. This
discrepancy in wind direction between observations and
our predictions points to the existence of local circula-
tions that are not resolved with a grid spacing of 5 km in
our simulations. These same features appeared in our
predictions during the 2014 and 2015 campaigns, as
shown in Figs. 6 and 7, respectively.

Figure 6, however, revealed another feature.
Between July 18, 2014 and July 22, 2014, a strong
easterly wind of up to approximately 10 m s was
observed under the influence of a synoptic scale
perturbation. During this period, in contrast with the
other periods, our model accurately predicted both wind
speed and direction. This remarkable turn for the
better, accompanied by a strong wind, was also seen on
July 25, 2013, as shown in Fig.5. Figure 8 shows a
scatter plot of the error of predicted wind direction and
air temperature versus observed wind speeds. For
2013 and 2014, both Figs. 8(a) and 8(c) clearly indicate
that the errors of predicted wind direction were never
larger than 80 degrees when the observed wind speed
was larger than 5 m s

For surface air temperature, our model showed a
positive bias for most campaign periods in 2013 and 2015,
as shown in Figs. 5(b) and 7(b), respectively, as well as
better performance in 2014, as shown in Fig 6(b).

Figures 8(b), 8(d), and 8(f) provide scatter plots showing
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July 2013, Bowdoin Glacier
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Figure 6 : Same as Fig. 4, but for the campaign period of July 2014.

the errors of predicted air temperature versus observed
wind speeds. Similar to wind direction, predicted air
temperatures tended to agree with observed values
when the observed wind speed was greater than 5 m s™..

Finally, for the mixing ratio of water vapor, our
simulated results agreed with observed results through-
out the three field campaigns at Bowdoin Glacier, though

note that there were periods of time in which measure-

ments were not available. The ME and RSME of
predicted parameters at Bowdoin Glacier are summar-
ized in Fig. A2(e)-(h) (Appendix A).

5.3 SE-Dome
Figure 9 shows observed and predicted wind speeds
and surface air temperatures at the SE-Dome through-

out an ice core drilling campaign conducted from May 19,
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Figure 7 : Same as Fig. 4, but for the campaign period of July 2015.

2015 through June 2, 2015 (lizuka et al, 2016). Our
model accurately predicted strong winds of more than 10
m s on May 20, May 29, and May 30, as shown in Fig. 9
(a), thus effectively warning the expedition team.
Conversely, predicted surface air temperatures
showed defective behavior in that predicted values were
much lower than observed values in the early predic-
After

examining our prediction system, we found a problem-

tions for each simulation, as is evident in Fig. 9(b).

atic procedure in the initiation of snow surface tempera-
ture. To correct the procedure, we provided an initial
surface air temperature to initiate snow surface temper-
ature. This correction yielded substantial improve-
ments to our air temperature predictions, as shown in
Fig. 9(d), without negatively impacting the accuracy of
wind speed predictions, as is evident in Fig. 9(c). Note
that we also updated the prediction system accordingly
for the subsequent field campaign at Bowdoin Glacier in

July 2015.

6. Discussion

6.1 Transmission of prediction results

When the expedition team stays at a nearby base
town (e.g., Qaanaaq for the SIGMA and GRENE-Arctic
projects and Tasiilag for SE-Dome campaigns), they can

browse visualized prediction results through the

Internet; however, after leaving the base town for the
camping site, the Internet is not available. A commer-
cial satellite communication service is the only way to
access weather information.  Since satellite communica-
tion services are too expensive and have bit rates that
are too small to use for obtaining large-scale images of
weather prediction maps, our prediction results were
translated into short documents and transmitted via e-
mails through the satellite communication system.
When a research team had a weather analysis crew,
in addition to the short document noted above, we also
provided downsized data constructed by the procedure
of Hashimoto et al. (2016) (see Appendix B for details).
The crew retrieved prediction results from this data and
shared them with the team. This means of transmis-
sion introduced only light loading on satellite communica-
tion, but was effective in updating the crew with

necessary weather prediction information.

6.2 Effectiveness in field campaigns

Figure 10 shows the time evolution of sea level
pressure based on the JMA's global objective analysis
during the field campaign at SIGMA-A from July 24,
2013 through July 29, 2013. With the approach of an
Arctic cyclone heading toward northern Greenland,
Greenland high pressure weakened until its intensity

started to recover after July 28, 2013. During this
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Figure 10 : Time evolution of sea level pressure from July 24, 2013 through July 29, 2013.

period, the expedition team experienced a blizzard at
SIGMA-A, which forced them to cancel some of their
scheduled measurements (Aoki et al, 2014). As shown
in Fig. 3(b), our prediction system accurately predicted
strong winds of up to approximately 10 m s! intermit-
tently from July 25, 2013 through July 28, 2013. These
predications helped the crew shift their plans for taking
measurements and schedule a helicopter flight back to
the base town of Qaanaag.

In the field campaign at the SE-Dome in late May
through early June 2015 (Ilizuka et al, 2016), the crew
successfully flew to the camping site on May 18, 2015,
one day before a heavy storm hit the site, accompanied
by an Icelandic low. Using predictions produced by our
prediction system, the crew felt they would encounter
strong winds of up to 20 m s™ the next day, as indicated
in Fig. 9(a).
prepare their ice core drilling operations at the site,
owing to the flight on May 18, 2015. They started the
drilling operation on May 21, 2015, soon after the storm

In a strategic sense, they gained time to

left the site, thus completing all scheduled field studies on
May 27, 2015. Unfortunately, for their flight back to
their base town of Tasiilag, they were stuck until June 2,
2015 due to another storm accompanied by an Icelandic
low that was closest to the SE-Dome on May 30, 2015, as
shown in Fig. 11. The pick-up flight was then done after
the weather improved, which was accurately predicted
by our prediction system, as shown in Fig. 9(a).

The field campaigns in Greenland depended on
heliborne transportation, which is vulnerable to such
weather conditions as strong winds, low visibility, and
insufficient clearance from the surface of ice sheets to a
cloud base, and so on. Through the use of our numerical
weather prediction system during the campaigns, our
results show the effectiveness of our prediction system
for scheduling heliborne transportation and for support-

ing the safe collection of scientific measurements.

6.3 Implications to modeling

As shown by the comparisons between observed
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Figure 11 : Same as Fig. 10, but for the period ranging from May 20, 2015 through June 3, 2015.

and predicted downward shortwave radiant flux at
SIGMA-A, the prediction of shortwave radiation wors-
ened on cloudy days. In our model, cloud radiation was
influenced by cloud formations determined by the
amount of energy and water vapor within a grid volume
of atmosphere, hence it is necessary to further validate
our model with cloud fraction observations, such as an
all.sky camera observation system, and to modify
parameters related to the cloud microphysics and the
cloud radiation process.

Compared with SIGMA-A, the performance of our
local weather prediction system was considerably
inferior at Bowdoin Glacier in terms of wind direction
and surface air temperature. We note that the errors in
predicted wind direction and surface air temperature
tended to be larger when the observed wind speed was
less than 5 m s as shown in Fig.8 A possible
explanation for this is as follows. When a large-scale
environmental force is weak, the local air circulation near
the surface is expected to be separate from large-scale

winds, but more influenced by local effects, such as

topographic or thermodynamic effects from the surface.
The topography and land surface characteristics around
Bowdoin Glacier are entangled at a horizontal scale less
than that of the grid spacing of our model, i.e, 5 km (Fig.
1 in Sugiyvama et al, 2015), thus small-scale local air
circulation patterns are not represented by our model.
In contrast, when the environmental force is
stronger, surface air circulation is expected to be more
affected by a large-scale wind that is resolvable with our
model rather than by unresolvable local effects. Figure
12 shows that the pressure gradient over northwest
Greenland increased from July 19, 2014 through July 21,
2014 in conjunction with a low pressure system
approaching, which corresponds to the period in which
our prediction showed good performance for wind
direction, as shown in Fig. 6. Since a larger pressure
gradient generally brings stronger winds, this synoptic
scale feature in the focused period is consistent with the
expectation that the accuracy of the predicted wind
direction improves when a strong wind brought by a

large-scale force is observed.
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Figure 12 : Same as Fig. 10, but for the period ranging from July 13, 2014 through July 27, 2014.

Further, the surface air temperature is affected by
both a local surface heat flux and a heat advection across
a wide spatial range. For weaker winds, the air
temperature is more influenced by the local surface heat
flux, which includes sub-grid scale heterogeneity, due to
topography and land surface characteristics; otherwise,
it is more influenced by the large-scale heat advection
resolvable with our model. Therefore, we can extend
the same explanation for wind direction to surface air
temperature. From the viewpoint of modeling, heat
exchange at the land surface in a meteorological model is
strongly dependent on the implemented land surface
model and land surface characteristics, hence we need a
high level of sophistication in the land surface model and
a finer expression of topography and land surface
characteristics to improve our prediction performance at

Bowdoin Glacier.

7. Conclusions

In this paper, we described our efforts and results of

developing a weather prediction system based on JMA-
NHM to support field research activities in Greenland
with customized prediction information. Through feed-
back obtained from the expedition crews, we confirmed
the effectiveness of our system in relation to field
activities in terms of supporting scientific measurements
and heliborne transportation. We updated our system
during the selected campaigns by a collaboration
between field and modeling researchers.

We validated our prediction results in relation to
ground-based meteorological observation data collected
at SIGMA-A, Bowdoin Glacier, and the SE-Dome during
the field campaigns over the summer seasons from 2012
to 2015.  Our system accurately predicted local weather
parameters at these three sites, except for the down-
ward shortwave radiation at SIGMA-A and the wind
direction and surface air temperature at Bowdoin
Glacier. To improve performance, our system needs to
be improved in terms of its cloud radiation and land
surface processes. We plan to maintain and refresh our

system to support field activities in Greenland, including
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those planned in upcoming projects named Post-SIGMA
and the Arctic Challenge for Sustainability (ArCS).

In our paper, we also described the set up of our
weather prediction system in Greenland. Our system
can be extended for other weather prediction environ-
ments, including other Arctic or Antarctic regions,
mountain glaciers, and so on according to available
computational resource. In addition, Niwano et al
(2016) are currently attempting to perform climate
simulations by a coupled model constructed by our
system and the physical snowpack model SMAP (Snow
Metamorphism and Albedo Process) applied in polar
regions (Niwano et al, 2015). We believe such a system
promotes more collaborative work among glaciologists
and meteorologists to produce new and deeper under-

standings of the cryosphere-atmosphere system.
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Appendix A

1. Errors of predicted parameters

The ME and RMSE of downward shortwave and
longwave radiant fluxes are shown in Fig. Al for the
field campaigns at SIGMA-A. Figs. A2(a)-(d) show the
ME and RMSE of wind speed, wind direction, surface air
temperature and water vapor mixing ratio for the field
campaigns at SIGMA-A, and (e)-(h) for the campaign at

Bowdoin Glacier.

Appendix B

1. Downsized data
To provide an expedition team isolated from the

Internet results of numerical weather prediction, from
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Figure A2 : The ME of (a) predicted wind speed, (b) predicted
wind direction, (c) predicted surface air temperature and (d)
predicted water vapor mixing ratio at SIGMA-A. (e)-(h) are
same as (a)-(d), respectively, but for Bowdoin Glacier. Bar
indicates RMSE. “n” indicates the sample number.

the output of each simulation, we extracted 10 meteoro-
logical parameters — l.e., air pressure, air temperature,
humidity, cloud fractions of low, middle, and high layers,
wind speed and direction, a rain/snow flag, and
precipitation amount — at the surface and a height of 5

km a.s.l. at four predetermined locations, including the
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Table B1 : Specifications of the downsized data, reproduced from Hashimoto et al. (2016) with permission.
VARIABLE UNIT MIN MAX INCREMENT TONE SIZE DIGIT
) VAR 0V (height) km 0 15 1 16 upper 4 bits  DIG 0Y
Station 1D :
VAR Ou 0 15 1 16 lower 4 bits ~ DIG Oc
Time VAR 1 *day UTC 0 63.75 0.25 256 full 8 bits DIG 1
Pressure VAR 2 hPa 100 1120 4 256 full 8 bits DIG 2
Temperature VAR 3 T -100 27.5 0.5 256 full 8 bits DIG 3
Humidity VAR 4Y % 25 100 5 16 upper 4 bits  DIG 4V
High-cloud coverage VAR 4. 0 1 0.0625 16 lower 4 bits  DIG 4.
Middle-cloud coverage VAR 5Y 0 1 0.0625 16 upper 4 bits  DIG 5V
Low-cloud coverage VAR 5L 0 1 0.0625 16 lower 4 bits  DIG 5.
Wind velocity scale VAR 6Y 0 15 1 16 upper 4 bits  DIG 6Y
16-direction wind scale VAR 6L 0 15 1 16 lower 4 bits  DIG 6L
Flag (if snow <rain) VAR 7Y 0 1 1 2 upper 1 bit DIG7Y
Precipitation scale VAR 7o 0 5.1 0.04 128 lower 7 bits  DIG 70
camp site, up to four times every 12 hours (ie., 6, 18, 30,
References

and 42 hours after the initial time). The output eight-
byte datum of each parameter is then converted to a sub-
byte datum via tone scale processing. After this
processing is complete, the total data size, including the
extracted data, the station ID, and the forecast time, is
downsized to approximately one-tenth the original size, 1.
e., only 256 bytes.

Using the above algorithm, we converted and
transmitted the downsized data through the satellite
communication system to the expedition team. These
transmitted data are then converted to their original

values by applying the following:

U
DIGny -(MAXn — MINn),

U_ U L
VARnr =MINnt + TONEnb —

(F'=070,1,234%4.,5"5.6"6.,7"7) (B1)

Here, VARn! represents the locations, forecast times,
and the 10 meteorological parameters (i.e., eight-byte
data), while DIGnf represents the downsized data.
Further, DIGn represents an integer datum with a one-
byte length; DIGnY and DIGn: represent the upper four
bits (upper one bit for n=7) and the lower four bits
(lower seven bits for n=7), respectively, within DIGn.
Finally, MINnf, MAXnf, and TONEn{ represent the
maximum and minimum values of VARn{ and the
number of tones, respectively. Specific values for these

parameters are listed in Table B1.
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Surface mass balance (SMB) is the builder of the Greenland ice sheet and the driver of ice
dynamics. Quantifying the past, present and future state of SMB is important to understand the
drivers and climatic processes that control SMB, and to both initialize and run ice sheet models which
will help clarify sea level rise, and how likely changes in ice sheet extent feedback within the climate
system.

Regional climate models (RCMs) and climate reanalysis are used to quantify SMB estimates.
Although different models have different spatial and temporal biases and may include different
processes giving significant uncertainty in both SMB and the ice sheet dynamic response to it, all
RCMs show a recent declining trend in SMB from the Greenland ice sheet, driven primarily by
enhanced melt rates. Here, we present new simulations of the Greenland ice sheet SMB at 5 km
resolution from the RCM HIRHAMS. The RCM is driven by the ERA-Interim reanalysis and the
global climate model (GCM) EC-Earth v2.3 to make future projections for climate scenarios RCP8.5
and RCP4 .5.

Future estimates of SMB are affected by biases in driving global climate models, and feedbacks
between the ice sheet surface and the global and regional climate system are neglected, likely resulting
in significant underestimates of melt and precipitation over the ice sheet. These challenges will need
to be met to better estimate the role climate change will have in modulating the surface mass balance

of the Greenland ice sheet.

Keywords: Greenland ice sheet, surface mass balance, climate, climate modelling, ice sheet modelling

1. Introduction

The Greenland ice sheet is famously the second
largest land ice mass on the planet, containing around
2.85 million km?® of ice over an area of 1.71 million km?
equivalent to 7.2 m sea level rise (IPCC, 2013). Results

from remote sensing missions such as the GRACE
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gravimetry satellites indicate a recent significant
negative mass budget, with around -234 =20 Gt of net
mass (Barletta et al.,, 2013) being lost each year including
both the contribution from precipitation and surface
mass balance and the dynamic contribution of calving
from icebergs and submarine melt (Shepherd et al., 2012).
The surface mass balance component is by far the most
important component of the mass budget since it
includes both positive (accumulation by precipitation)
and negative (melt and runoff) terms, though around one
third to one half of the mass lost by the ice sheet is from

calving glaciers (Enderlin et al., 2014).
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Table 1 : Comparison of surface mass balance components calculated for the present day using different models. Note that, as
Vernon et al. (2013) point out, these models also have different resolutions and different ice masks, so that the numbers are not quite
comparable. Therefore, we include in the right most column values from that study that compare the RACMO and MAR models
using the same ice mask and forcing data, though with differing model resolution.

Model Mean annual surface | Mean annual precipita- | Mean annual runoff Mean annual surface
mass balance (Gt year™) | tion (Gt year™) (Gt year™) mass balance (Gt year™)

1960-2008, from Vernon
et al. (2013)

HIRHAMS

(1980-2014) 360134 866 =70 446 =109 —

(this study)

RACMO

(1991-2015)

(van den Broeke et al. 306 120 712+70 363 +102 470

2016)

MAR

(1980-2015) 480+ 87 711+61 220+52 432

(Fettweis et al,, 2016)

SMB is not only important in itself, but is also
important for ice sheet modelling studies where SMB, or
the degree day approximation of it based on temperature
and precipitation, is used to drive ice sheet dynamics.
We thus use high-resolution regional climate models to
clarify both the current state of the ice sheet surface
mass balance and its future prospects under climate
change scenarios with the aim of also providing SMB
forcing for dynamical ice sheet models.

Previous work on Greenland ice sheet mass balance
has used the regional climate models MAR and RACMO
as well as HIRHAMS to determine the present-day and
future surface mass balance (Lucas-Picher et al, 2012;
Rae et al, 2012; Langen et al., 2015). Other models, such
as SnowModel (Mernild et al, 2009) or Hanna et al.’s
(2013) dECMWF model are not strictly regional climate
models, but use either model output to drive a separate
snow scheme (SnowModel) or use statistical methods to
downscale output that is then used to calculate SMB
based on temperature index methods (dECMWF)
(Church et al, 2013).

These models have previously estimated the mean
annual SMB to be in the range 340 to 470 Gt per year (see
Table 1), though note that both forcing data, time period,
resolution as well as processes and ice mask all vary in
these estimates, and this can have a significant effect on
any one models SMB estimate when compared to the
others, as shown by Vernon et al. (2013). An earlier
version of HIRHAMbS showed an average annual SMB of
188 Gt year™! over the whole ice sheet for the period 1990

to 2008 (Rae et al,, 2012). However, this version was run
at a coarser resolution of 25 km and with a significantly
simplified snow model to calculate surface mass balance.
Our current version of HIRHAMS is run at 5 km
resolution and was used by Langen et al. (2015) to show
regional changes in Greenland. Here we use a further
updated version of the model (Langen et al, 2017) to
calculate SMB across the Greenland ice sheet and to
make future projections when forced with a global
climate model.

The high resolution of the HIRHAMS model in this
set of simulations means that we can assess the
performance of the model on both the narrow ablation
zone and on small outlet glaciers and peripheral ice caps
without needing to statistically account for elevation
changes, as performed for example by Noél et al. (2016).
Results by Langen et al. (2017) show that the model
performs well in these marginal areas, even without
elevation correction, when compared with ablation and
weather station measurements predominantly in the
ablation zone compiled by Machguth et al. (2016).
Similarly, analysis by Schmidt et al. (submitted) shows
that the model works very well over the small Icelandic
ice cap Vatnajokull, which is analogous to peripheral
glaciers in Greenland. At the present day up to 10% of
the mass loss from Greenland is currently contributed by
these small glaciers and ice caps (Bolch et al., 2013) and it
1s therefore important to be able to account for their
surface mass balance correctly in model projections.

In this study we use a separate dataset of shallow
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firn cores from around the accumulation zone in
Greenland compiled by Buchardt et al. (2012) to evaluate
how the model performs at higher elevations. In the
future, dynamically driven changes in ice sheet altitude,
due to increasing melt rates and projected increases in
precipitation, will likely have important feedbacks on
both orographic precipitation and melt rates. In this
sense the use of highresolution simulations offers
additional value in both identifying and quantifying
feedbacks between ice and atmosphere.

The combination of surface mass balance modelling
with estimates of total mass budget derived from both
altimetry and flux gate calculations (Rignot et al., 2011)
and the satellite gravimetry mission GRACE offers the
possibility of estimating the relative importance of
surface mass processes and calving dynamics (Shepherd
et al, 2012). In this paper we focus on the surface mass
budget contribution both at the present day and in the

future.

2. Regional climate model HIRHAMS5

In this study we use the latest version of the RCM
HIRHAMS5 (Langen et al, 2017) for a domain covering
Greenland, Iceland and parts of Arctic Canada (Figure 1).
The RCM was developed at the Danish Meteorological
Institute (DMI) (Christensen et al, 2006) from the
HIRLAMY7 numerical weather prediction model (Eerola,
2006) and the ECHAMSb global climate model (Roeckner
et al, 2003). The model is very similar in set-up to that
fully described in Langen et al. (2015, 2017) and Lucas-
Picher et al. (2014) run on a 0.05°x0.05° rotated polar
grid for a 35 year period (1980-2014). For the present-
day simulations HIRHAMS was forced on the lateral
boundaries by the ERA-Interim reanalysis product (Dee
et al, 2011) every 6 hours. On the lower boundary, sea
surface temperatures (SSTs) and sea ice concentration
were statistically interpolated from the ERA-Interim
data format to the model resolution and prescribed daily.
The model runs freely within the boundaries and only
temperature, pressure, relative humidity and wind
velocities are used in lateral boundary forcing. The
current set-up of HIRHAMS5 has 31 vertical levels in the
atmosphere, 5 vertical levels in the soil, including

glaciers and snow and a 90 second dynamical time step. A

Figure 1 : The domain, topography and ice mask used in all
HIRHAMSbS simulations for Greenland.

32 layer snow pack model is applied offline over glacier
points to calculate surface mass balance using more
detailed snowpack processes (Langen et al, 2017; see
below). The topography of Greenland is taken from
Bamber et al. (2001), and it should be noted that although
snow is allowed to accumulate without limits over
glaciers and ice sheets, the elevation of the ice sheet
surface remains fixed during the simulation such that
there are no feedbacks between surface mass balance
and ice dynamics. The ice mask used in this simulation
is updated from that used by Langen et al. (2015) to that
produced by Citterio and Ahlstrem (2013) with additional
data for Iceland provided by the Icelandic Met Office
(Figure 1).

Using this same set-up we also forced HIRHAMb on
the lateral boundaries with fields from the EC-Earth
v2.3 GCM (Hazeleger et al, 2012) in order to produce
future climate simulations of the surface mass balance of
Greenland. In this set-up, EC-Earth was run at a
resolution of 125 km using the historical emissions and
RCP4.5 and 8.5 climate scenarios in the CMIP5 set-up
(Taylor et al,, 2012). Both the lateral boundaries and the
ocean SSTs and sea ice were provided by the driving
GCM to the HIRHAMbS model for downscaling experi-
ments. The future projections were run as transient 20
year time slices for the mid and end of the 215t century

using RCP4.5 and RCP8.5 scenarios, as well as a
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simulation using historical emissions for the period 1991-
2010, used as a control run to assess performance of the
EC-Earth model at the present day.

Prior to running the simulations, the inclusion of the
full snowpack model as detailed below meant that an
adequate spin-up was required in particular for the snow
and ice properties to reach equilibrium with the climate.
For this purpose we ran the HIRHAMS model for one
year, and then used the atmospheric output to run the
surface scheme offline repeatedly until decadal means of
runoff and subsurface temperatures ceased to show
transient variability (in this case, after 70 years of
simulation time).

The full details of the surface mass balance
calculation in HIRHAMSD are given in Langen et al. (2017),
but a quick summary is given here to assist in
Interpreting results. Surface mass balance is calculated
from the sum of the precipitation and the runoff (a
negative term). Runoff is calculated from the melt of
surface snow and ice, accounting for the effects of
retention and refreezing within any snowpack that
overlies the glacier ice. Rain on snow is similarly
accounted for, though rain on bare ice is assumed to
runoff directly. There is currently no runoff routing
scheme from the model and therefore no superimposed
ice formation on bare glacier ice. However, with the
introduction of a sophisticated firn model, processes now
include densification, snow grain growth, snow state-
dependent hydraulic conductivity, superimposed ice
formation at the base of the snow pack on glacier ice, and
irreducible water saturation. The accommodation for
water retention in excess of the irreducible saturation
means that formation of both perennial firn aquifers and
perched ice lenses occurs within the snowpack (Langen
et al, 2017).

The HIRHAMS surface scheme uses a standard
energy balance scheme to calculate the melt of snow and

underlying glacier ice:

Qm:Sin(l - a’)"’Lz‘n - Lou[+ QH+ QL

_ @
M= ol (1)

where @ is the total energy flux at the surface, Si» is the
incoming shortwave radiation, a is the surface albedo, Lix

and L.: are the incoming and outgoing longwave

radiative fluxes, respectively, and @r and Q. are the
sensible and latent heat fluxes. As the skin tempera-
ture cannot rise above the freezing point of 273.15° K on
a glacier surface, the excess energy is instantaneously
used for melt, M, accounting for the density of water, ow,
and the release of latent heat, L.

Meltwater and rain that falls over glaciers are
grouped together in the model as the liquid water
fraction. Where there is a snow layer overlying the
glacier surface, the liquid water percolates into the
deeper layers according to a given threshold of
irreducible water saturation and, if there is a sufficient
cold content, refreezes within the snowpack. In the
sub-surface scheme over glaciers, there are 32 layers of
unequal thickness of snow or ice or some combination of
the two depending on the depth of surface snow. The
thickness of the layers in the subsurface scheme over
glaciers or snow-covered land is calculated in metres of
water equivalent to allow for the easy calculation of mass
change, with different heat diffusion and conductivity
parameter values used for water, ice and snow within
the snowpack. As surface melting and rainfall occur,
the water percolates into the lower layers and retention
is calculated by allowing liquid water in excess of the
density-dependent irreducible water saturation within
the layer to percolate to the layer below. Ice is formed
in the snowpack layers based on the “cold content” in
each layer. The cold content determines how much
liquid water can freeze within that layer based on the
energy required to heat the snow and ice mass to the
freezing point in each layer. This is used to instantane-
ously freeze as much liquid water as is available or as the
cold content allows, within a single time step. This
mass is then transferred to the ice fraction and the
temperature of the layer is calculated taking into account
the latent heat release to conserve energy.

As the subsurface scheme extends to a depth of 60
metres water equivalent (mwe), if there is less than 60
mwe snow on the glacier surface then the layers of the
subsurface scheme have the properties of ice. No
percolation of meltwater is allowed through ice layers,
but energy fluxes are diffused through all the layers.
We assume that the ice layers from the glacier coming
into the column at the base of the subsurface scheme

have a temperature equivalent to the annual mean
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Figure 2 : Comparison of observed SMB from shallow core data compiled by Buchardt et al.
(2012) with modelled values from the ERA-Interim forced simulation and the historical

emissions scenario of EC-Earth.

temperature of that grid square location.

As Langen et al. (2017) discuss, the albedo of the
model is one of the largest sources of uncertainty in the
mass balance estimate. In the simulations we present
here, we use the internally derived albedo scheme,
rather than an externally forced albedo product based on
MODIS as also described in Langen et al. (2017). This
allows us to make a direct comparison of the present-day
SMB with the future projections where data such as
MODIS is of course unavailable. The albedo scheme in
the model has a cold (< —5°C) snow albedo of 0.85,
linearly decreasing to 0.65 as temperature increases
from —5°C to 0°C. The albedo for bare ice is fixed at
0.4 with alinear function for thin (<3 cm) snow between
the two values. Broadband values lower than 0.4 do
occur as shown in measurements at the PROMICE
automatic weather stations (van As et al, 2016) and
MODIS data products (Stroeve et al., 2006). Similarly,
freshly exposed ice can have much brighter values for
surface albedo, but the values in the current scheme
were optimized over the ice sheet by Nielsen-Englyst
(2015). Langen et al. (2017) show that significant biases
still persist in albedo values over the ice sheet; however,
partly due to processes such as dust accumulation and
biological activity that are not currently included.
Recent work by Stibal et al. (2015) demonstrates the
importance of microorganisms and melted out dust on
the Greenland ice sheet, and the development of

appropriate parameterizations is an area of active

research.

The HIRHAMS5 model performance is comprehen-
sively evaluated in Langen et al. (2015, 2017) using
weather station data, shallow firn cores and historical
SMB observations from Machguth et al. (2016). Their
results show that the model performs extremely well
over Greenland, reproducing air temperatures and
accumulation rates well on average. However, some
biases in radiation suggest that cloud cover or cloud
optical thickness may not be fully captured in the model.
Similarly, HIRHAMbS is not able to capture deep cold
inversion layers over the ice sheet, and evidence from
Fausto et al. (2016) suggests that during extreme melt
events, such as were observed in 2012, the model
underestimated the sensible heat flux by up to 75% in
some locations.

Analysis of the same ERA-Interim simulation by
Schmidt et al. (submitted) over Icelandic glaciers shows
that HIRHAMS also performs well over small glaciers
and ice caps, particularly with regard to accumulation
rates. However, Schmidt et al. (submitted) also identify
that orographically forced precipitation is overestimated
on the upslope with a possible small dry bias downwind.
This is a common problem in hydrostatic models where
the dynamical scheme means that precipitation is
handled diagnostically (Forbes et al., 2011).
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3. Results and discussion

3.1 Surface mass balance

In Figure 2 we complement the model analysis of
Langen et al. (2017) by comparing observed surface mass
balance from stake measurements and shallow firn cores
(Buchardt et al, 2012) with those calculated from the
same grid cell in HIRHAMb. Figure 2 shows that the
model is able to reproduce the pattern of SMB over the
ice sheet when forced with both ERA-Interim (R?
=0.898) and EC-Earth (R?=0.895), though with a very
slightly more pronounced dry bias in the historical
simulation. For this comparison we took the decadal
mean SMB from firn cores that cover all or part of the
Although
the model reproduces the observed SMB pretty well, it is

period of the ERA-Interim driven simulation.

important to note that observed SMB rates are
determined by short- and medium-term climate variabil-
ity that may not be captured by climate models, thus
leading to the poorer fit against these point measure-
ments. This point is underlined in Table 2 where there
are large differences in SMB calculated on a decadal
timescale and compared across the full 1980-2014
simulation period. However, note that in Table 1 the
total SMB for Greenland is close to, but not exactly the
same as comparable simulations using other RCMs.

As we plot both model simulations against the same
core data for comparison, it is interesting to see that the

pattern of high and low accumulation rates across

Table 2 : SMB calculated using the ERA-Interim driven
simulation in different decades and overall. The choice of
period can make a large difference in the estimated annual
mean SMB.

Period Mean annual SMB
(Gt year™)

1980-2014 360=134

1980-1990 375+130

1991-2010 346132

2000-2014 277101

Greenland are reflected in both simulations (see also
Figure 5), but the magnitude differs slightly with the EC-
Earth historical run having a generally lower value.
This suggests that in the accumulation zone at least, both
models have a dry bias, though that in the EC-Earth
simulation is somewhat stronger. Observational data
from the south-east of Greenland, the region with highest
precipitation, are too sparse to assess how well the model
reproduces it. For the only core data we have from
south-east Greenland, the model under-estimates SMB in
both simulations, though to a lesser extent in the ERA-
Interim simulation. More observations in this region
would be helpful in both evaluating the model and
comparing results from this simulation with other

models.

3.2 Surface mass balance components
Figure 3 shows the surface mass balance of
Greenland as a whole for the period 1980 to 2014. There
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Figure 3 : Annual mean components of surface mass balance for the present day in the

ERA-Interim simulation.
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Figure 4 : Annual mean components of surface mass balance for a) the historical emissions
simulation, and the end of the century under b) RCP4.5 and c¢) RCP8.5 scenarios.

1s a strong declining trend in SMB in the most recent
decade driven largely by increased melt and runoff rates.
The interannual variability is however also large and
shows the importance of long time series in analyzing the
SMB trends. There has also been an increase in rainfall
events over Greenland, though this is barely discernable
over the whole ice sheet. However, work by Doyle et al.
(2015), analyzing the ERA-Interim simulation, shows that
in western Greenland, rainfall events occurring more
frequently at higher altitudes over the ice sheet have a
distinct impact on the dynamics of the ice sheet.

Comparison between Figures 3 and 4a shows that
the EC-Earth historical simulation underestimates
snowfall across the whole ice sheet compared to ERA-
Interim; however, melt rates are also lower and these
two components compensate for each other to some
extent when estimating total SMB. Note that the firn
core observations in Figure 2 are confined to the higher
accumulation zone where differences in melt and runoff
rates between the two historical period simulations are
minor.

Figures 4b and 4c show the end of the 215 century
under two different climate scenarios. A comparison
between Figures 3 and 4b show that under the RCP4.5
scenario, the model expects a similar, though still higher
mean annual SMB to that of the last decade in ERA-
Interim, with both higher precipitation and higher melt
rates than the historical simulation. It is important to

note that in Figure 5 both the pattern of precipitation

and melt appear comparable with that given by the
ERA-interim simulation, suggesting that EC-Earth does
not simulate significant changes in circulation.

There is a documented bias in EC-Earth v2. 3, which
is colder in the Arctic region during the historical period
than observations suggest (Hazeleger et al., 2012). This
is partly attributable to a larger area covered by sea ice
than observed and possibly also to the albedo scheme in
Greenland (Helsen et al, 2016) in the standard EC-Earth
set-up. Ongoing work to couple EC-Earth to an ice
sheet model (Madsen et al., in preparation) may improve
this in the future.

On the other hand, the sources of high melt rates
observed over the ice sheet in recent years appear to be
persistent blocking high pressure systems that may
simply reflect internal variability within the climate
system (Fettwelis et al,, 2013). Although recent work by
Hanna et al. (2016) suggests that some of the recent
increases in persistent anomalies could be a climate
change signal, analysis of data from a wide range of
climate models within the CMIP5 archive does not seem
to indicate this is an expected signal of climate change.
The higher SMB in the EC-Earth simulations suggests
that the cold bias in EC-Earth observed historically in the
Arctic persists through the 21%t century. Assuming
that the ERA-Interim driven SMB is accurate, it
suggests that the EC-Earth climate simulations may be
under-estimating the rate of climate change in the Arctic

over this century. However, the much lower SMB in
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Figure 5 : SMB, precipitation and the number of melt days for the ERA-Interim and historical
emissions scenario as well as the end of the 215t century RCP4.5 and RCP8.5 scenarios.

the RCP8.5 simulation at the end of the 21° century
reflects a much greater enhancement to Arctic warming
in the higher RCP8.5 emissions scenario.

The change in ice sheet SMB expected under
climate scenarios RCP4.5 and RCP8.5 both show
increased precipitation and a significant increase in melt
compared in melt rates compared to the historical
simulation. These increases are scaled by scenario so
that RCP4.5 has a lower increase in melt than RCPS8.5.

Table 3 summarizes the projected change in SMB
for the mid-century and end of the century simulations
for the two different climate scenarios. The plots in
Figure 5 show that, while the precipitation pattern
remains similar through the projections, the melt area
will expand, particularly in western and northern
Greenland and over the saddle region in the south, with
the magnitude of this expansion determined by the
scenario. The increase in precipitation projected by the
model is largely confined to the south-east, with a very
small increase in northern Greenland, this represents an
intensification of existing precipitation patterns.

One potential source of uncertainty in this study is

the fixed ice sheet mask during the simulations.

Table 3 : SMB from historical, mid-century and end of the
century simulations for two different climate scenarios,
RCP4.5 and RCP8.5 dynamically downscaled from EC-Earth
using the HIRHAMS set-up. Note that the historical emissions
scenario is used for the period 1990-2006 and RCP4.5 for the
remaining four years.

Mean annual surface mass balance (Gt
year™)
Simulation |y ieal | RCPAS RCP8.5
period
1991-2010 492+94 — —
2031-2050 — 460 £79 414 +65
2081-2100 — 418109 19399

Neither the ablation — elevation feedback, which leads
to lowering of the ice sheet margin and thus increased
ablation rates, nor the potential migration of orographic
precipitation as the ice sheet margin retreats are
included. Similarly, with high ablation rates, the lower
ablation zone and peripheral glaciers will be lost at some
point, but these are still in the ice mask at the end of
century when SMB is calculated in these simulations.
This suggests that the very low annual SMB under
RCP8.5 may be an understimate. Further analysis of

the difference between ice sheet and peripheral glaciers
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is required to account for this. A dynamical ice sheet
model run coupled with the climate model is also
required to answer these questions fully, and sensitivity
experiments planned for future work will also help to

determine whether these effects are important.

4. Conclusions

In this paper we present a summary of the present-
day surface mass balance in Greenland. Our results and
those reported in Langen et al. (2017) show that the ice
sheet and peripheral glaciers are well represented at the
present day, but biases from global climate model forcing
underestimate the amount of melt and precipitation
currently in Greenland compared to reanalysis driven
simulations.

In the future, downscaling global climate model
simulations suggest that an increase in melt and runoff,
only partially balanced by a small increase in precipita-
tion, is likely to lead to increasing mass loss from the ice
sheet, with the total magnitude determined by the
forcing due to greenhouse gas emissions.

The small size of peripheral glaciers means that
many of them may disappear entirely in this century.
However, the fixed ice mask in this simulation means
that neither the changing distribution of ice nor
elevation-related feedbacks such as ablation area in-
crease due to declining elevation, nor precipitation
migration due to changes in orography, are considered

here. These are areas for future study.

Data availability

HIRHAMS5 simulation output is freely available at
http: //prudence. dmi. dk/data/temp/RUM/HIRHAM/
GL2 (or contact the authors directly).
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Numerical modelling has become established as an important tool for understanding ice sheet
dynamics in general, and in particular for assessing the contribution of the Greenland and Antarctic ice
sheets to future sea level change under global warming conditions. In this paper, we review related
work carried out with the ice sheet model SICOPOLIS (SImulation COde for POLythermal Ice Sheets).
As part of a group of eight models, it was applied to a set of standardised experiments for the
Greenland ice sheet defined by the SeaRISE (Sea-level Response to Ice Sheet Evolution) initiative. A
main finding of SeaRISE was that, if climate change continues unabatedly, the ice sheet may
experience a significant decay over the next centuries. However, the spread of results across
different models was very large, mainly because of differences in the applied initialisation methods and
surface mass balance schemes. Therefore, the new initiative ISMIP6 (Ice Sheet Modeling
Intercomparison Project for CMIP6) was launched. An early sub-project is InitMIP-Greenland, within
which we showed that two different initialisations computed with SICOPOLIS lead indeed to large
differences in the simulated response to schematic future climate scenarios. Further work within
ISMIP6 will thus focus on improved initialisation techniques. Based on this, refined future climate
simulations for the Greenland ice sheet, driven by forcings derived from AOGCM (atmosphere-ocean
general circulation model) simulations, will be carried out. The goal of ISMIP6 is to provide
significantly improved estimates of ice sheet contribution to sea level rise in the coming years.

Keywords: Greenland, ice sheet, climate change, sea level rise, modelling

1. Introduction

Ice sheets are grounded ice masses of sub-
continental to continental size (e.g., Molnia, 2004). The
two ice sheets on the present-day Earth are those of

Greenland and Antarctica. Most of the terrestrial
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freshwater reserves are stored in these two ice sheets,
amounting to ~ 65 m of sea level equivalent (Antarctica
~ 58 m, Greenland ~ 7.4 m; Vaughan et al., 2013).

Like the smaller ice caps and glaciers, ice sheets
show gravity-driven creep flow (“glacial flow”), sustained
by the underlying land. This leads to thinning and
horizontal spreading, which is essentially compensated
by snow accumulation in the higher (interior) areas and
melting and calving in the lower (marginal) areas (Fig. 1).
Any imbalance of this dynamic equilibrium leads to
either growing or shrinking ice masses.

The Greenland ice sheet is significantly warmer
than the Antarctic ice sheet. Therefore, the regions

close to the ice margin experience a considerable amount
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Figure 1 : Main processes that govern the evolution and dynamics of the Greenland and
Antarctic ice sheet. Modified from lima.nasa.gov/antarctica/.

of surface melting (ablation) during the summer season,
so that the mass loss of the Greenland ice sheet is divided
roughly equally between melting and calving (left part of
Fig. 1; van den Broeke et al, 2009). In contrast, for the
much colder Antarctic ice sheet surface melting is
virtually non-existing, and it loses mass mainly through
basal melting under its attached, floating ice shelves and
calving at the fronts of the ice shelves (right part of
Fig. 1; Rignot et al, 2013).

Observations indicate that both the Greenland and
Antarctic ice sheets have already shown strong, and
accelerating, reactions on global warming (Shepherd et
al, 2012; Hanna et al, 2013; Enderlin et al, 2014; Khan et
al, 2015). The average rate of ice loss from the
Greenland ice sheet has increased substantially from 34
+40 Gt a’! over the period 1992-2001 to 215+59 Gt a™
for 2002-2011 (IPCC, 2013a) and 341 =22 Gt a™! for 2011~
2014 (Helm et al, 2014), and the average rate of ice loss
from the Antarctic ice sheet has increased from 30 +67
Gt a! over the period 1992-2001 to 147+75 Gt a! for
2002-2011 (IPCC, 2013a) and 116 =76 Gt a’! for 2011~
2014 (Helm et al, 2014). According to the most recent
figures for 2011-2014 (Helm et al, 2014), which were
determined by CryoSat-2 altimetry, Greenland contrib-
utes nearly 75% to the combined mass loss of the two ice

sheets.

Modelling the response of the Greenland and
Antarctic ice sheets to anthropogenic climate change has
been undertaken for more than two decades. Among
the older studies are, e.g., Huybrechts and Oerlemans
(1990), Huybrechts et al. (1991), de Wolde et al. (1997),
Greve (2000) and Ridley et al. (2005). More recently, this
has become a fairly hot topic in climate science because,
in the Fourth Assessment Report (AR4) of the United
Nations Intergovernmental Panel on Climate Change
(IPCQ), it was explicitly stated that “Dynamical processes
related to ice flow not included in current models but
suggested by recent observations could increase the
vulnerability of the ice sheets to warming, increasing
SJuture sea level rise. Understanding of these processes is
limited and there is no consensus on their magnitude”
(IPCC, 2007). The scientific community responded by
launching two major ice sheet modelling initiatives,
namely SeaRISE (Sea-level Response to Ice Sheet
Evolution; tinyurl.com/srise-umt) and IceZsea (www.
ice2sea.eu). Both projects are meanwhile completed
and provided valuable input for the Fifth Assessment
Report (AR5) of the IPCC (IPCC, 2013b, and references
therein). Efforts towards further improved assess-
ments of the expected contribution from the Greenland
and Antarctic ice sheets to sea level rise are continued

within the ongoing ISMIP6 project (Ice Sheet Modeling
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Intercomparison Project for CMIP6; Nowicki et al., 2016).
In this paper, we focus on the Greenland ice sheet and
review the contributions to SeaRISE and ISMIP6 with
the ice sheet model SICOPOLIS.

2. Ice sheet model SICOPOLIS

SICOPOLIS (SImulation COde for POLythermal Ice
Sheets; www.sicopolis.net) is a dynamic/thermodynamic
ice sheet model that was originally created by Greve
(1995, 1997) in a version for the Greenland ice sheet.
Since then, SICOPOLIS has been developed continuously
and applied to problems of past, present and future
glaciation of Greenland (e. g, Robinson et al, 2012),
Antarctica (e. g, Kusahara et al, 2015), the entire
northern hemisphere, the polar ice caps of the planet
Mars and others. A list of the > 100 peer-reviewed
papers that use or describe SICOPOLIS can be found at
www.sicopolis.net/publ.

The model simulates the large-scale dynamics and
thermodynamics (ice extent, thickness, velocity, temper-
ature, water content and age) of ice sheets three-
dimensionally and as a function of time. It is based on
the shallow ice approximation for grounded ice (Hutter,
1983; Morland, 1984) and the shallow shelf approximation
for floating ice (Morland, 1987; MacAyeal, 1989).
Recently, hybrid shallow-ice/shelfy-stream dynamics has
been added as an option for ice streams (Bernales et al.,
2017). The rheology is that of an incompressible, heat-
conducting, power-law fluid (Glen’s flow law; e.g., Greve
and Blatter, 2009). Isostatic depression and rebound of
the lithosphere due to changing ice load is modelled by
either the local-lithosphere-relaxing-asthenosphere
(LLRA) or the elastic-lithosphere-relaxing-astheno-
sphere (ELRA) approach with an isostatic time lag (Le
Meur and Huybrechts, 1996). External forcing is
specified by (1) the air temperature at the ice surface,
(2) the surface mass balance (precipitation minus runoff),
(3) the sea level surrounding the ice sheet (that defines
the land area available for glaciation), and (4) the
geothermal heat flux prescribed at the bottom of the
lithospheric thermal boundary layer.

A particular feature of SICOPOLIS is its very
detailed treatment of ice thermodynamics. A variety of

different thermodynamics solvers are available, namely

the polythermal two-layer method, two versions of the
one-layer enthalpy method, the cold-ice method and the
isothermal method (Greve and Blatter, 2016). The
polythermal and enthalpy methods account in a physi-
cally adequate way for the possible co-existence of cold
ice (with a temperature below the pressure-melting
point) and temperate ice (with a temperature at the
pressure-melting point) in the ice body, a condition that is
referred to as “polythermal”. It is hereby assumed that
cold ice makes up the largest part of the ice volume,
while temperate ice exists as thin layers overlying a
temperate base. In the temperate ice layers, the water
content is computed, and its reducing effect on the ice
viscosity is taken into account.

SICOPOLIS is coded in Fortran and uses finite
difference discretisation techniques on a staggered
Arakawa C grid, the velocity components being taken
between grid points (Arakawa and Lamb, 1977). For
the simulations of the Greenland ice sheet discussed
here, all computations are carried out in a stereographic
plane (standard parallel at 71°N, central meridian at
39°W), spanned by the Cartesian coordinates x and y.
The distortions due to the stereographic projection are
corrected by appropriate metric coefficients. Floating
ice is ignored, and only the shallow ice approximation is

used. A sketch of the model is shown in Fig. 2.

Atmosphere:
« Precipitation, runoff
« Temperature

: level
» Extent and thickness / *Sea leve ;

= Velocity
* Temperature

« Water content
« Age \
* Flow law

I * Heat conductivity

Ice physics:

Lithosphere:
» Isostatic displacement
« Temperature \

T

Lithosphere:
« Geothermal heat flux

Figure 2 : Sketch of the ice sheet model SICOPOLIS. The
rectangular boxes denote prognostic model components,
while the ovals indicate required model input (boundary
conditions etc.).
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3. SeaRISE-Greenland

Sea-level Response to Ice Sheet Evolution (SeaRISE)
was a community-organised effort to explore the
sensitivity of the available ice sheet models to external
forcing, and to gain insight into the potential future
contribution to sea level from the Greenland and
Antarctic ice sheets (Bindschadler et al., 2013; Nowicki et
al, 2013a,b). The main characteristics of SeaRISE were
(1) the use of multiple models, (2) standardisation of
datasets that describe the physical setting, model
initialisation and sensitivity experiments, and (3) applica-
tion of an ‘experiment minus control’ method to isolate
ice-sheet sensitivity to any environmental-forcing experi-
ment. Results served as input for the Fifth Assessment
Report (AR5) of the IPCC (IPCC, 2013b).

3.1 Paleoclimatic spin-up

Here, we only discuss the SeaRISE experiments
with SICOPOLIS for the Greenland ice sheet. The
strategy for model initialisation (i.e., obtaining a suitable
present-day configuration of the Greenland ice sheet that
can serve as initial condition for the future climate
experiments) was to carry out a paleoclimatic spin-up
over a full glacial cycle. However, it is difficult to
reproduce the observed geometry by an unconstrained,
freely evolving simulation without heavy tuning (e. g,
Greve et al, 2011). For this reason, we carried out the
spin-up simulation in four steps, each run using the result
of the previous run as the initial condition (Greve and
Herzfeld, 2013):

1. An initial relaxation run with freely evolving ice
topography over 100 years, starting from the
present-day geometry and isothermal conditions at
-10C everywhere, in order to avoid spurious noise
in the computed velocity field. The ice sheet is
not allowed to extend beyond its present-day
margin. The surface temperature and the sea
level are those of today; the surface mass balance
and basal sliding are set to zero.

2. A steady-state run from 250 ka BP (before present)
until 125 ka BP, with the entire topography
(surface, bed, ice margin) kept fixed over time.
The surface temperature is that of 125 ka BP; the

surface mass balance is unspecified (due to the

fixed topography). The purpose of this run is to
bring internal and basal temperatures to near
equilibrium for the climate conditions at 125 ka BP.

3. A transient run from 125 ka BP until 100 years BP;
with the entire topography kept fixed over time in
order to enforce a good fit between the simulated
and observed present-day topographies. The
surface temperature varies over time, reflecting
the sequence of the Eemian interglacial, the
Weichselian glacial and the Holocene; the surface
mass balance is unspecified.

4. A short transient run from 100 years BP until the
present, with evolving ice topography in order to
avoid transition shocks at the beginning of the
subsequent future climate experiments. The
climatic forcing (surface temperature, surface mass
balance) and the sea level are kept steady at today’s
conditions, and the ice sheet is not allowed to
extend beyond its present-day margin.

The horizontal resolution is 10 km prior to 5 ka BP
and 5 km from 5 ka BP until today. For further details
of the set-up cf. Greve and Herzfeld (2013).

3.2 Future climate experiments
The future climate experiments discussed here are
a subset of the suite defined by SeaRISE for the
Greenland ice sheet (Bindschadler et al, 2013):
® CTL — constant climate control run; beginning at
present (more precisely, the year 2004, correspond-
ing to ¢t =0) and running for 500 years, holding the
climate steady to the present climate.
®(C2—1.5xAlB climate forcing [mean annual
temperature, mean July temperature and precipita-
tion anomalies derived from an ensemble average
from 18 of the Intergovernmental Panel on Climate
Change’s Fourth Assessment Report (IPCC AR4)
models, run under the A1B emission scenario; see
Fig. 2 and accompanying text by Bindschadler et al.
(2013)] until 2098, then held steady.
@S] — constant climate forcing, 2 X basal sliding.
® M2 — constant climate forcing, 20 m w.e. a! ocean-
induced marginal melting (applied at grounded ice
cells that have a base below the sea level and are
adjacent to ocean).
® R8 — combination

experiment  approximating
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IPCCs  RCP

Pathway) 8.5 scenario; 1.5X A1B climate forcing

(Representative  Concentration
(extrapolated beyond 2098 over the entire 500 years)
plus 1.5 X basal sliding plus ocean-induced marginal
melting increasing over time to a maximum of 70 m
w.e. a! (for details of this set-up and its rationale see
Fig. 14 and accompanying text by Bindschadler et al.
(2013)).

The reason for the selection of C2, S1 and M2 is that
they are closest to the settings of the combination
experiment R8.  The horizontal resolution is 5 km for all
experiments. For further details see Greve and
Herzfeld (2013).

3.3 Results

The results of the paleoclimatic spin-up run (Section
3.1) for the present are shown in Figs.3 and 4.
Comparison of the simulated (Fig. 3a) and observed (Fig.
3b; data by Joughin et al., 2010, 2016) surface velocities
reveals that the general pattern with the low-velocity
(<10 m a}) ‘backbone’, the general acceleration towards
the coast and the organisation into drainage systems is
reproduced well.  As it was discussed in detail by Greve
and Herzfeld (2013), on a more local scale, the Jakobshavn
Ice Stream, Helheim and Kangerdlugssuaq Glaciers are

also reproduced reasonably well despite the applied
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shallow ice dynamics. In contrast, the North-East
Greenland Ice Stream (NEGIS) and the Petermann
Glacier are only weakly pronounced in the simulation.
Owing to the fixed-topography constraint during
most of the spin-up run, the simulated and observed ice
thickness distributions (Fig. 4) agree very well, the misfit
being generally small (<100 m). However, some areas
stick out, and one of them is the NEGIS area, where
simulated ice thicknesses are too large as a consequence
The

same holds for the area of Petermann Glacier in the

of the underpredicted drainage towards the coast.
northwest. In contrast, along the south-eastern ice
margin simulated ice thicknesses are often too small,
which may be due to over-predicted ice flow or to
Most of the

rapid topographic adjustments that lead to these local

inaccuracies in the surface mass balance.

misfits arise early during the short transient run over
100 years at the end of the spin-up sequence (step 4; see
Section 3.1). After these 100 years, the ice-sheet
geometry has largely stabilised, and no spurious rapid
adjustments occur in the future climate runs.

Figure 5 depicts the simulated evolution of the
volume V of the Greenland ice sheet (panel a) and the
volume relative to CTL (panel b) for the five different
future climate experiments (Section 3.2). The control

run CTL shows a small, but notable drift towards a

b Ops. surf. \fel. (rnla)'
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Figure 3 : SeaRISE paleoclimatic spin-up. (a) Simulated present-day surface velocity.
(b) Observed present-day surface velocity (Joughin et al., 2010, 2016).
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(b) Difference of simulated and observed present-day ice thickness (the latter is the
difference of the surface topography by Bamber (2001) and the “JakHelKanPet” bed

topography by Herzfeld et al. (2011, 2012)).
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Figure 5 : SeaRISE future climate runs. (a) Ice volumes for
experiments CTL (control), C2 (1.5X AlB climate forcing
until 2098, then held steady), S1 (2 X basal sliding), M2 (20 m
w.e. a! ocean-induced marginal melting and R8 (combination
experiment approximating an IPCC RCP 8.5 scenario). (b) Ice
volume differences (CTL minus experiment) for C2, S1, M2
and R8. All volumes are given in metres of sea level
equivalent (m SLE). Note the two different y-axes (left for
CTL, C2, S1, M2; right for R8).

smaller ice volume (positive contribution to sea level, on
average ~ 0.13 mm a! during the 500 model years),
which is still a reaction to the release of the fixed-
topography constraint 100 years before the end of the
spin-up sequence. However, all other experiments
produce a stronger ice volume decrease than CTL. Of
the three sensitivity experiments (C2, S1, M2), S1 (2 x
basal sliding) has by far the strongest initial reaction with
sea-level contribution
(VerL-V, panel b) of ~ 1.3 mm a’! during the first 10
Run C2 (1.5x%

AlB climate forcing) shows a much weaker, but

an experiment-minus-control

years (but then steadily decreasing).

Increasing initial reaction, and approximately stabilises
at an average experiment-minus-control sea-level contri-
bution of ~ 0.57 mm a! from 100 years on until the end
of the simulation, ultimately outperforming the impact of
run S1. Run M2 (20 m a! marginal melting) produces
the weakest reaction of the sensitivity experiments
because the contact of the Greenland ice sheet with the
ocean is not that pronounced on the large scale (this is
radically different for the Antarctic ice sheet).

As mentioned above, the experiment R8 was
designed in order to simulate roughly the response of the
Greenland ice sheet to the RCP 8.5 greenhouse gas

concentration scenario (a rather pessimistic, ‘business-
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Table 1 : Simulated sea-level contribution of the Greenland
ice sheet for SeaRISE experiment R8 after 100, 200 and 500
years model time. “Min”, “Mean” and “Max” denote the
minimal, mean and maximal values across the participating
models (Bindschadler et al.,, 2013). In addition, the SICOPOLIS
results are shown.

Min Mean Max SICOPOLIS
100a 0.045m 0.223m  0.663 m 0.101 m
200a  0.096m 0.532m  0.889 m 0.450 m
500a 0.181m 2.016m 4.097 m 2.549 m

as-usual scenario for which it is assumed that emissions
continue to rise throughout the 2lst century) via a
combination of surface climate forcing, enhanced basal
sliding and increased ocean-induced marginal melting.
The response of the ice sheet to this experiment is very
strong and accelerating with time: the experiment-
minus-control cumulative sea-level contribution is
~ (.10 m after 100 years, ~ 0.45 m after 200 years and
~ 2.5 m after 500 years. This means that, after 500
years, approximately one third of the entire ice sheet has
disintegrated.

The SeaRISE-Greenland experiments were carried
out by a total of eight different ice sheet models, of which
five (including SICOPOLIS) completed the R8 experi-
ment with all three forcings as specified above
(Bindschadler et al,, 2013). An important finding of this
multiple-model approach is that the spread of results is
very large. For the R8 experiment, the difference of
simulated sea-level contributions is as large as an order
of magnitude (Table 1). Saito et al. (2016) investigated
this problem further and found that the two largest
sources for the spread of results are (1) differences in the
initialisation methods and (2) differences in the surface

mass balance schemes.

4. ISMIP6 InitMIP-Greenland

4.1 ISMIP6

The Ice Sheet Modeling Intercomparison Project for
CMIP6 (ISMIP6, www.climate-cryosphere.org/activities
/targeted/ismip6) is the successor of the completed
SeaRISE and IceZsea initiatives, and the primary activity
within the Coupled Model Intercomparison Project
Phase 6 (CMIP6) focusing on the Greenland and
Antarctic ice sheets. ISMIP6 was established in

autumn 2014, and was endorsed by CMIP6 in mid-2015.
A crucial approach is to integrate ISMIP6 in CMIP6. In
the past, sea-level projections made by the glaciological
community have been lagging behind the projections
considered by the wider climate modelling community.
For instance, for the IPCC AR5, the SeaRISE and IceZsea
ice sheet modelling initiatives predominantly worked
with the old AR4 scenarios, while the CMIP5 community
already used the new Representative Concentration
Pathways (RCP) scenarios. By linking ISMIP6 to
CMIP6, this long-standing disadvantage will be over-
come because the latest climate change scenarios
simulated by AOGCMs within CMIP6 will be available
without delay as drivers for ice sheet modelling studies.
This will allow to improve both sea level projections due
to changes in the cryosphere and our understanding of
the ice sheets in a changing climate. These goals map
into the “Changes in Cryosphere” Grand Challenge
relevant to Climate and Cryosphere (CliC) and the World
Climate Research Program (WCRP) (www.climate-
cryosphere.org/activities/grand-challenges). ISMIP6 is
described in further detail by Nowicki et al. (2016).

4.2 InitMIP-Greenland experiments

Earlier large-scale Greenland ice sheet experiments,
e.g., those run for the SeaRISE initiative, have shown that
ice sheet initialisation has a large effect on future sea-
level projections and gives rise to important uncertain-
ties (Saito et al, 2016). In order to compare and
evaluate the initialisation methods used in the ice sheet
modelling community and estimate the uncertainty
associated with initialisation, the ice sheet model
initialisation experiments for Greenland (InitMIP-
Greenland) were devised as an early sub-project within
ISMIP6 (H. Goelzer, personal communication, 2016).
InitMIP-Greenland comprises three experiments:

@ init — Initialisation of the Greenland ice sheet to
present day. Modellers can use the method of their
choice to achieve this (typically either assimilation
methods or paleoclimatic spin-up methods).
Further, the exact meaning of “present day” is at the
modeller’s discretion.

® ctrl — Control run 100 years into the future, starting
from the final state of run init and holding the

climate steady to the present-day state.
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Figure 6 : Schematic surface mass balance anomaly used for
the InitMIP-Greenland experiment asmb after 40 years model
time (in metres of ice equivalent per year) (H. Goelzer,
personal communication, 2016).

® asmb — Run 100 years into the future, starting from
the final state of run init with a prescribed,
schematic surface mass balance (SMB) anomaly.

The SMB anomaly starts from zero, increases step-

wise every full year over the first 40 years and

remains steady thereafter (Fig. 6).

We contribute to InitMIP-Greenland with the ice
sheet model SICOPOLIS and two different spin-up
techniques for the run init:

® Spin-up #1 — a SeaRISE-legacy spin-up with essen-
tially fixed topography (as described in Section 3.1).

® Spin-up #2 — a new spin-up over 135 ka with freely
evolving topography.

For both cases, we used the recently developed
melting-CTS enthalpy method (‘ENTM”; Greve and
Blatter, 2016) as the solver for ice sheet thermodynam-
ics. Our reference year (“present day”) is 1990. New
methods applied for spin-up #2 are monthly-mean
(rather than mean annual) input data for the present-day
precipitation (Robinson et al., 2010), a sub-grid-scale ice
discharge parameterisation (Calov et al, 2015) and an
iterative correction of the present-day precipitation
based on the misfit between the simulated and observed
present-day ice thickness. Details of this procedure will
be published elsewhere. The horizontal resolution for

spin-up #1 is the same as for SeaRISE (10 km prior to
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Figure 7 : InitMIP-Greenland paleoclimatic spin-up #2 with
freely evolving topography. Simulated present-day surface
velocity (for the observed counterpart see Fig. 3b).

5 ka BP, 5 km from 5 ka BP until today), and for spin-up
#2 it is 10 km prior to 9 ka BP and 5 km from 9 ka BP
until today. The two future climate scenarios ctrl and
asmb are run with freely evolving ice topography for
either spin-up method, and the horizontal resolution is
5 km.

4.3 Results

The present-day surface velocity and ice thickness
produced by spin-up #1 are almost identical to those
obtained by the original SeaRISE spin-up (Figs. 3 and 4)
and thus not shown again. The surface velocity
produced by spin-up #2 is shown in Fig. 7. While there
are some differences in detalil, it shares the same main
features with the result of spin-up #1: the low-velocity
‘backbone’, the general acceleration towards the coast,
the organisation into drainage systems and most of the
major ice streams and outlet glaciers agree well with the
observed pattern (Fig.3b). The Petermann Glacier is
even reproduced better by spin-up #2 than by spin-up
#1, while the problem with the generally too slow flow in
the area of the NEGIS remains.

The agreement between simulated and observed ice
topography is naturally better for the fixed-topography
case #1 (Fig.4) than for the freely evolving case #2
(Fig. 8). As for the interior ice sheet simulated by spin-

up #2, thicknesses are generally too large in the south-
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Figure 8 : InitMIP-Greenland paleoclimatic spin-up #2 with freely evolving topography. (a)
Simulated present-day ice thickness. (b) Difference of simulated and observed present-day
ice thickness (the latter is by Bamber et al. (2013)).

west, north and north-east, while they are too small in
the south-east, centre and north-west. Near the ice
margin, a number of areas exhibit distinctly overpre-
dicted ice thicknesses, and they often coincide with areas
of fast ice flow. The latter is likely mainly due to the
employed shallow ice dynamics that does not describe
the dynamics of ice streams adequately. The reason for
the pattern of disagreement in the interior is more
difficult to assess as lacking accuracy of several input
data or boundary conditions (surface mass balance, basal
sliding, geothermal heat flux) may contribute.

Total ice volumes and areas for the two spin-ups are
shown in Table 2 along with their observational
counterparts. In line with the discussion above, the
volume produced by spin-up #1 matches the observed
volume very closely, while the volume produced by spin-
up #21s ~ 8% too large. The ice-sheet area simulated
by spin-up #2 is also larger than for spin-up #1; however,
in contrast to the ice volume, the result of spin-up #2 is
Thisis
so because the SeaRISE-legacy fixed-topography spin-up

closer to the observation than that of spin-up #1.

#1 is based on older topographic data (surface topogra-
phy by Bamber (2001), bed topography by Herzfeld et al.
(2011, 2012)) that lead to a smaller ice-covered area than
the newer data by Bamber et al. (2013).

For the two future climate scenarios ctrl (constant-

Table 2 : Simulated volume and area of the present-day
Greenland ice sheet for InitMIP-Greenland. The simulations
are the fixed-topography spin-up #1 and the freely-evolving-
topography spin-up #2 carried out with SICOPOLIS (see main
text for details). Observational data are also shown (volume
by Bamber et al. (2013), area by Kargel et al. (2012)).

Volume (km?) Area (km?)
Spin-up #1 2.92x10° 1.66 x 106
Spin-up #2 3.21x106 1.86 %106
Observed 2.96 x10° 1.80 %106

climate control run) and asmb (schematic SMB anomaly),
Fig. 9 depicts the sea-level contribution (initial volume
Vinie minus actual volume V, expressed in sea-level
equivalents) of the Greenland ice sheet. As discussed
above (Section 3.3), for spin-up #1, ctrl shows a notable
drift towards a smaller ice volume (positive sea-level
contribution) due to the release of the fixed-topography
constraint 100 years before the end of the spin-up. In
contrast, for spin-up #2, such a transition shock does not
occur, so that the drift is very small. The response of
the ice sheet to the asmb forcing is, in absolute terms,
~ 50% larger for spin-up #2 than for spin-up #1, and
relative to the respective control run even ~ 85% larger.
This demonstrates impressively that, even with the
same ice sheet model, different initialisation methods can

lead to a major spread of results of future climate
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Figure 9 : InitMIP-Greenland future climate runs. Sea-level
contribution (due to ice volume change) of the Greenland ice
sheet for the runs ctrl (control) and asmb (schematic surface
mass balance anomaly). (1) Initialisation by the fixed-
topography spin-up #1, (2) initialisation by the freely-evolving-
topography spin-up #2.

experiments.

5. Summary and outlook

Climate change constitutes a major challenge for
humankind. One of the most severe consequences of
climate change is sea level rise, currently (1993-2010)
occurring at a global mean rate of 3.2+0.4 mm a’!
(IPCC, 2013a), for which the two main contributors are
the melting of land ice masses (ice sheets and glaciers)
and the thermal expansion of ocean water. The largest
potential for future sea level rise lies in the ice sheets of
Antarctica and Greenland with their combined volume
of ~ 65 m of sea level equivalent.

Numerical modelling has become an important tool
for assessing the response of ice sheets to climate change
and thus their contribution to sea level rise. In this
paper, we focused on the Greenland ice sheet and
reviewed related work conducted with the ice sheet
model SICOPOLIS. Within the SeaRISE initiative,
SICOPOLIS was part of a group of eight models that
were applied to a set of standardised experiments for the
Greenland ice sheet. These experiments comprised
sensitivity studies to changes in the surface climate,
basal sliding and marginal (ocean-induced) melting as
well as a combination experiment approximating IPCC’s
‘business-as-usual’ RCP 8.5 scenario. Results of the
latter showed that there is potential for a significant
decay of the Greenland ice sheet over the next centuries

if climate change progresses unabatedly. However, the

spread of results across the different models was very
large, clearly indicating the need for further efforts in
this direction.

Therefore, as a post-ARb initiative, the scientific
community devised ISMIP6, which is still in an early
stage. A first sub-project is InitMIP-Greenland, in
which the influence of model initialisation on schematic
future climate simulations is investigated. Results
obtained with SICOPOLIS for two different initialisation
methods, namely (1) a spin-up with essentially fixed
topography, and (2) a spin-up with freely evolving
topography (both run over a full glacial-interglacial cycle)
showed that the influence of these different spin-ups on
the evolution of the ice sheet in the future is indeed very
pronounced. Within the ongoing research project
“ProGrIS” (Projecting discharge from the Greenland Ice
Sheet using climatic forcings derived from atmosphere-
ocean models; Grant-in-Aid for Scientific Research A,
provided by the Japan Society for the Promotion of
Science (JSPS)), we will therefore continue our efforts
towards improving the quality of the spin-up for the
Greenland ice sheet with the models SICOPOLIS and
IcIES (the latter operated by F. Saito and A. Abe-
Ouchi; e.g, Abe-Ouchi et al, 2013). Based on this, we
will project the total discharge from the Greenland ice
sheet, and thus its contribution to sea level rise, with the
models SICOPOLIS and IcIES. In close cooperation
with the ISMIP6 community, forcings for the atmospher-
ic and oceanic climate over and surrounding the
Greenland ice sheet will be derived from the suite of
CMIP6 AOGCM (atmosphere-ocean general circulation
model) simulations. These combined efforts will hope-
fully lead to significantly improved estimates of ice sheet

contribution to sea level rise in the coming years.

6. Code and data availability

The ice sheet model SICOPOLIS is available as free
and open-source software (under the GNU General
Public License) via www. sicopolis. net. The data pro-
duced by SICOPOLIS for this study can be obtained by

contacting the corresponding author.
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In the field of climate change research, social sciences have lagged behind natural sciences and
have not yet mustered enough recognition from the public. Studies on the human dimension of
climate change commonly use the concepts of ‘vulnerability” and ‘resilience’. The ‘resilience’ approach
investigates the capacity of a community that absorbs environmental disturbances, so as to retain
essential social, cultural, and economic structures, while the ‘vulnerability” approach seeks to identify
factors that make the community in question vulnerable to ongoing or future climate change. The
term Tresilience’ tends to give an impression that a system may remain static, and because of this, I
adopt the term ‘vulnerability’ in this essay. “Vulnerability’ does not mean that Arctic communities are
always “vulnerable” to environmental changes but may be negatively impacted by the associated social
and political changes. Accordingly, vulnerability means the social and political “characteristics” of the
community that is experiencing the changes. This concept helps researchers direct their attention
not only to environmental changes, but also to the societal situation of the community. In the second
half of this essay, I exemplify how the vulnerability approach works, drawing data from my fieldwork
conducted in Siorapaluk, in 2009. More local communities want scientific data in order to plan a
course of action and to shape their political and economic policies in the rapidly changing environment.
In future, it will be increasingly important for natural scientists to work closely with local communities,
and this may lead to a new form of knowledge generation.
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1. Introduction

The purpose of this essay is to introduce the study of
the human dimension of climate change, along with
commonly used ‘vulnerability’ and ‘resilience’ approaches
in this field, to review the relevant existing literature,
and to make suggestions to natural scientists working in

Greenland on climate change research.

2. The social dimension in climate change
research

2.1 Changing Arctic environment

When it comes to climate change in the Arctic,
people’s attention tends to be directed towards changes
in the natural environment. For example, the summer
of 2012 saw an extreme melt, in which almost the entire
surface of the Greenland ice sheet started to melt, and
this continued over four days. According to research-
ers, this phenomenon was a first in the past 120 years
(Nghiem et al, 2012). The most striking feature of
Greenland is snow and ice; these are dwindling. The
Arctic environment is definitely changing at a much

faster pace than was expected.

2.2 As climate changes, so does people’s life: An
example from Ilulissat

These changes matter for natural scientists, but for
us who live a life on the planet of the Earth, the question
to be asked is: “What is going to happen next, if snow and
ice continue to melt?” Unless the change is not affecting
our life, we do not necessarily care about that. For
example, during my stay in Greenland in 2008, I heard
that local fishers in Ilulissat were having trouble fishing
halibut because hooks and baits were more often washed
away by sediments discharged by the melting glaciers
(see also Molgaard, 2007). Scientific reports produced
by glaciologists indicate that Jakobshavn Glacier is
flowing faster and is calving more ice into the ocean
(Holland et al, 2008). Putting together this kind of
scientific reports with local stories, it clearly shows that

as the environment changes, people’s livelihoods are

going to be significantly affected by them. This is more
important to deal with, and this is the question that social

scientists are tackling.

2.3 Physical environmental change — ecological
change — human impacts

Internationally speaking, the human component in
climate change studies lagged behind natural sciences
such as climatology, glaciology, marine sciences, and
geology. Much attention was, but still now is, paid to
the impacts on the natural environments. In 1990, the
Intergovernmental Panel on Climate Change (IPCC)
produced one volume separately, as part of their first
assessment report, on the social implications of climate
change. It was around this period that the journal of
Global Environmental Change was established, which
covers wide ranging issues of social impacts of climate
change. In the beginning of the 21st century, the human
dimension of climate change began to draw more
attention from the international arena. The Millennium
Ecosystem Assessment (MEA), a project triggered by a
speech given by then Secretary-General of the United
Nations, Kofi Annan, in 2000, concluded in 2005 that the
change in the ecosystem will very likely impact the
livelihoods of Arctic communities (Chapin et al, 2005).
Also, in a similar fashion, the Arctic Climate Impact
Assessment (ACIA), carried out under the auspices of
the Arctic Council and the International Arctic Science
Committee (IASC), emphasized implications of climatic
change on human society (Huntington et al,, 2005; Nuttall
et al, 2005). The latest version of knowledge synthesis
on the human dimension of climate change can be
available at the IPCC website. The Working Group II of
the Fifth Assessment Report is specialized for the social
implications of climatic and environmental changes
(https: //www.ipcc. ch/report/ar5/wg2/). In these re-
ports, the mechanism of climate change impact was laid
out that changes in the physical environment (such as
the climatic system) will lead to ecosystem changes, and

subsequently be translated into societal changes.
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2.4 Adaptation in climate change studies

Although still being debated in a political arena,
among natural scientists a consensus was already made
that climate is changing (Oreskes, 2004). Furthermore,
scientists have reached a common understanding that
the Earth’s climate has been affected by human activities
and that the rate of change is unexpectedly faster. By
2006, in academia, whether climate was changing owing
to human activities or a natural cycle was no longer a
question. The focus in climate change studies had been
shifted to a question of whether we can possibly adapt to
the changing climate. The arising theme was “adapta-
tion” to climate change, and “sustainable development”

began to be discussed in the context of climate change.

2.5 Japanese research in the international arena in
climate change studies

Japan has lagged behind the international arena.

As late as 2015, as part of a new national-flagship ArCS

(Arctic Challenge for Sustainability) project, one re-

search project team (led by Dr. Sugiyama) included the

social component in their research objectives to tackle

with environment change problems along with this vein.

3. Research framework

3.1 Various impacts in different places

What we first keep in mind is that the impact of
climate change varies from place to place. Accordingly,
it iIs not prudent to make a sweeping generalization
about influences of climate change. A certain impact in
one place may be manifested differently in other areas.
Greenland is the world’s largest island, and the distance
between the northern and the southern tips of Greenland
is the same as the distance between Sapporo of Japan
and Taipei of Taiwan. It is not reasonable to think of
the weather of Taipei with reference to that of Sapporo.
In North Greenland, the sea is covered by sea ice for
extended winter months, and dogsleds are important for
local people for hunting and transporting. Yet, in South
Greenland, where the sea freezes, locals drive a car on
the ice. (Actually, by law, one is not allowed to keep sled
dogs south of Disko Bay.) As one passes down the Arctic
Circle, bushes and trees start to appear. Willows and

birches form bushes in the inner parts of the fjords in

South Greenland. Some lands are arable; it is possible to
grow crops such as potatoes and turnips; and there are
about forty sheep farms along the shorelines of the inner
fijords. Even plantation (mainly spruce trees trans-
planted from Alaska) has been promoted since the 1950s
in South Greenland (Jdum, 1990; Hayashi, 2011).

Climate change has been manifesting differently,
reflecting differences between these areas. In 2007, I
heard that a hunter in Qegertarsuaq, Disko Bay, sold off
his sled dogs because as climate became warmer, the
mushing season was becoming shorter. This means
that he decided to stop hunting.

On the other hand, a warming temperature has
made it possible for sheep farmers to grow more crops in
South Greenland. The local agricultural advisory office
indicates that sheep farmers in South Greenland
produced over 100 tons of potatoes in 2012 and 2013
(Frederiksen, 2015). In the 1970s, it was not possible to
grow potatoes in the region, but now vegetable growing
i1s promising. The agricultural experimental station in
Upernaviarsuk has been continuing experiments to grow
lettuces, turnips, and even strawberries (KNR, 2011).

Another example for a positive impact of climate
change may be fishing in South Greenland. Cod fishing
collapsed in the 1970s due to a decline in the sea water
temperature, but people are expecting that cod are
coming back to the Greenland water due to the current
warming trend. They began to see species that had
never appeared in Greenland's coast such as mackerel
(Tallaksen, 2014).

The media are usually quick to snatch these “hot
spots” In climate change. The New York Times
published an article with a headline “Climate Change
Greens up Greenland” (Lyall, 2007). It described how
sheep farmers might benefit by a warming trend
because more hay could grow faster. The National
Geographic featured Greenland in a similar vein in its
volume of “Greenland: ground zero for global warming”
(Folger, 2010). Yet, a closer look at the local community
revealed that the impact of climate change was not so
simple as generally thought (Hayashi, n.d.). My long-
term fieldwork clarified that farmers are suffering from
drier summers, being unable to produce enough winter
fodder. In fact, a couple of sheep farmers closed their

farms due to the changing climate conditions, economic
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problems, or perhaps a change in their course of action.

3.2 Societal factors for the manifestation of climate
change

As outlined above, the influence of climate change
varies from place to place. Yet, it is not only physical
and ecological conditions, but also societal factors that
influence local manifestation of climate change.
Sociocultural and political contexts are intertwined with
natural phenomenon to create very complicated impacts
on local communities. Here lies the difficulty of the
study of the human dimension of climate change. For
example, even though the same level of earthquakes hit
two similar environments, people who live in the areas
may not have the same impact. At one place, where
buildings were designed to cope with quakes and
residents were well trained to evacuate, residents are
likely to be inflicted less than those in another area that
are not like that. This is because social, cultural,
political, technological conditions of a locality inform the
degree of the impact of environmental change (Fisher
and Feinman, 2005). In another words, societal charac-
teristics of the place in question matter. Therefore,
climate change is not just an environmental disaster, but

also a human-caused disaster.

3.3 Theoretical framework in the human dimension

of climate change

When looking into journals on the human dimension
of climate change or natural disasters, such as Global
Environmental Change and Ecology and Society, one
soon runs into technical terms such as ‘vulnerability” and
‘resilience’. These two terms indicate the concepts that
have often been used in this research field. The
resilience approach looks into characteristics of the
community that absorb disturbances, so as to retain
essential social, cultural, and economic structures (Adger
et al, 2005), while the vulnerability approach tries to
identify factors that make the community in question
vulnerable towards ongoing or future climate change
(Kelly and Adger, 2000). Simply speaking, these
concepts are used in the same context, and it is just that
researchers are seeing communities from opposite
directions. If increasing the resilience, it means that a

community has reduced its vulnerability towards a

harm, and by reducing vulnerability, it can build a
resilient community in the course of climate change.
Basically, these concepts are based on a systems
thinking, and human society and the environment in
which the society is located are viewed as systems, and
these are interlocked. It is meaningless to determine
which approach is better, but for the following reasons, I
use the vulnerability concept in this essay. I hasten to
add that I do not blindly support vulnerability approach.
Originally, the concept of resilience was brought
from ecology, in which an ecological system tries to
organize itself around a single equilibrial state. When
receiving a disturbance such as a fire, an ecosystem like
a boreal forest is supposed to bring itself back to the
original state. The Canadian zoologist and ecologist C.
S. Holling developed this idea and applied it to human
society (Holling, 1986, 2001). According to his “pan-
archy” doctrine, there could be several equilibrial states,
and an ecosystem at one stable point can jump to another
stable point when recovering itself after a disturbance
(Gunderson and Holling, 2002).  So does a human society.
When disturbed, a society may catastrophically collapse,
but with resources that it can resort to (technology,
knowledge, social institutions, or collective actions), a
society can rebuild itself like the same way as they were
or in a different way (Folk et al, 2003). As seen in the
websites of the Resilience Alliance and the journal
Ecology and Society, social scientists such as Fikret
Berkes, Carl Folke, Elinor Ostrom and Brian Walker
extended this ecological thinking to the study of
environmental change. The concept as such is very
informative and inspiring when seeing the interaction
between humans and the environment in which they live
and when thinking of environmental change from the
wider perspective (Walker and Salt, 2006, 2012);
however, I think that this term is prone to emphasize
that a system tries to remain static. Arctic landscapes
are always changing, and it is not comprehensible to
think that a system, ecological or social, remains at a
stable point. The vulnerability approach may give
more practical insights when constructing a problem-
solving approach towards climate change research.
The concept of vulnerability was developed in the
fields of natural disaster studies, human geography, and

sustainability science (Wisner et al, 2004). It is not
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within the scope of this essay to review the development
of the vulnerability concept. In 2003, Turner and his
colleagues (2003) outlined the coupled human-
environment systems model with a tangible diagram.
This model facilitates the capture reciprocal interactions
between humans and the environment and influences of
the feedback from the environment on human society
and vice versa. This model and the associated idea can
be seen in the MEA (Kasperson et al, 2005) and the
ACIA (McCarthy et al, 2005). Already, a forerunner of
this model can be seen in the Third Assessment Report
of IPCC (McCarthy et al, 2001). An extensive review
on the development of the vulnerability conceptis done
by W. Neil Adger (Adger, 2006), who is also one of the
leading scholars in the field of Global Environmental
Change and has been working in Southeast Asia.

At present, the Climate Change Adaptation re-
search group at McGill University, led by James Ford
(http://www.jamesford.ca/), is a leading research team
in the vulnerability study, conducting extensive research
in NWT and Nunavut (Ford et al., 2015).

What was new about the vulnerability approach
was that it turned over the conventional notion of
vulnerability. When it comes to the assessment of the
vulnerability of a community towards the current and
future climate change, it will often start with a projection
of a future climate trend, move to the biophysical
impacts studies, proceed to the identification potential
adaptive options for the community, and will finally
define any residual, adverse consequences as ‘social
vulnerability” (Adger and Kelly, 1999; Kelly and Adger,
2000). In other words, natural scientists tend to place
social vulnerability at the end point of their impact
assessment.

Two points need to be made for this type of
scientific assessment. First, this type of assessment is
based on predicted future climate changes. The
physical system of the Arctic region is dynamic, and
even with advanced atmosphere-ocean general circula-
tion models (AOGCMs), it is not possible to predict
precisely the dynamics of the atmospheric and ocean
currents that interact within and outside the region in a
complex way. Therefore, this dynamism limits our
understanding of the climate system. Now that it is

widely regarded that the reduction of CO2 emission from

industrial activities prevents global warming, a primary
driving force behind the work of the IPCC is to mobilize
the broader community, and to put pressure on political
arena. (This seems obvious when looking at summaries
of its assessment reports, in which plain language, such
as “very likely”, are used.) Yet, because of a sense of
uncertainty and doubt that reside in any well-crafted
climate scenarios, it is hard to convince policymakers to
take an appropriate action to combat anthropogenic
change. Truly, there are a lot of possibilities that
concrete numeric values derived from research, such as
“+3TC” and “next 50 years”, convince politicians; how-
ever, (natural) climate sciences have a limitation.
Consequently, it is becoming more important to show
local situations, where Arctic communities are actually
being affected by climate change.

Second, as discussed above, since mitigation meas-
ures and coping options are selected based on predicted
scientific scenarios, these do not always fit the actual
situation of the community in question. Accordingly,
mitigation and coping measures need to be determined
by actually observing actual situations of Arctic
communities.

Taking into account these two points, if we see a
community actually being exposed to ongoing climate
change, we can see that residents there are not just
“passive actors” in the course of climate change, but that
they are actively responding to unusual weather
patterns and climate anomalies (Duerden, 2004). When
exposed, individuals and groups in the affected commun-
ity begin to cope with changes in a short term, by making
use of a bundle of social resources, and their action will
develop into the long-term adaptation to reduce vulner-
ability. Therefore, it appears that it is not appropriate
to see vulnerability as a residue derived from the
adaptation process. Accordingly, social scientists
stopped placing “vulnerability” at the endpoint of the
assessment, but began to view that vulnerability resides
In a community before it goes through climate change
(Kelly and Adger, 2000). In other words, vulnerability
means the pre-existing constraints that limit the capacity
to respond (the “adaptive capacity” often used in Global
Environmental Change) to external environmental
changes (“stress” and “stressor” often used in GEC). By

defining vulnerability like this, we can start research by
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actually observing the current (vulnerable) state of a
community.

This conceptual shift has brought researchers’
attention to actually observing a community. Here I
organize terms that I have used above. ‘Coping’ is the
action that takes place within existing structure (e.g.,
production systems), while ‘adaptation’ is changing the
framework within which coping takes place (Adger and
Kelly, 1999). Coping is rather a bundle of short-term
responses to a situation that threatens livelihood
systems, while coping may develop into long-term
adaptation. Therefore, a short-term ‘coping’ and long-
term ‘adaptation’ are processes that human-environ-
ment systems go through environmental changes, while
‘resilience’ and ‘vulnerability’ are associated with the
capacity of systems in the course of the changes (Eriksen
et al., 2005).

A community has resources (or assets) that can be
used for coping with and adapting to environmental
changes. Vulnerability is the potential to adversely
affect a community’s capacity to respond to the changes
(Adger, 2000). As discussed above, resources include
knowledge, techniques, technologies, local regulations
and institutions, human networks, and infrastructure
(Adger, 2003). Yet, there are resources that a commun-
ity lacks, or factors that constrain local efforts from
adapting to changes. A constellation of these resources
and constraints is termed ‘vulnerability’, and what needs
to be emphasized is that the constellation is conditioned
by societal, political, and economic situations of the
subject community. According to the wvulnerability
approach, in order to assess the impact of climate
change, researchers only need to identify the above-
mentioned resources and constraints (Pearce et al., 2010).
In this respect, I have stated above that the vulnerability
concept 1s more practical and more suitable for a
problem-solving research. I suspect that by streamlin-
ing a research approach, other factors that inform local
residents’ responses, such as an historical context of a
community, environmental and temporal perceptions of
residents, may elude from the research framework.
Yet, the vulnerability approach is significant in that it
directs our attention to the current conditions of local
communities. For example, livelihoods, food security,

and social well-being are closely related to societal,

political, and economic contexts of a community (Gerlach
et al, 2011), and these are significantly affected by
climate change. The vulnerability approach has
brought these issues under the examination of climate

change.

4. Observations at Siorapaluk

4.1 Siorapaluk

Drawing a concrete example, let me show how the
study of the human dimension of climate change can be
conducted with a vulnerability approach (Hayashi, 2015).
I conducted my fieldwork in Siorapaluk in the spring of
2009. Siorapaluk is the northernmost village in
Greenland, located north of Qaanaaq, North Greenland.

In this village, there were more dogs than residents
in 2009 (some 70 residents to over 200 dogs). This fact
shows how important dogsleds are for hunting and
transportation. Hunting is deeply rooted in the culture
of North Greenland. In other words, hunting is an

integral part of local people’s lives.

4.2 A rising trend in temperature

Recently in this village, dramatic changes are being
observed in the climate and the ecosystem. First of all,
the temperature has risen by 2-3C (Danmarks
Meteorological Institut [DMI], n.d). When I visited
Siorapaluk on April 30, 2009, the sea north of the village
was already open. When hunting, two hunters hauled a
motorized vessel by their dogsled to the edge of the ice,
and then they changed vehicles from dogsleds to the
boat. After a couple of hours of sailing to the north, they
shot two walruses basking in the sunlight on the ice floe
from the boat. Here, I found a notable change in the
way the local residents hunt walruses.

During the 1970s, the sea used to freeze in late
October and the ice would continue to cover the sea until
June and even July (Iwashita, 1977). This means that
local hunters could use dogsleds for seven to eight
months for hunting, until late spring.

Traditionally, walrus is an important animal in this
village. A walrus which may weigh 1,200 kg when
maturing is a very important source of food for humans
and dogs (Born, 2005). When hunting walrus, a couple
of hunters would be teamed up, travelling by dogsled to
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Table 1 : Hunting seasons for various animals in Siorapaluk, North Greenland

Month Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sept. Oct. Mov. Dec.
Seals e
Walrus _ | L
Narwhal 1
Beluga L
Polar bear | e — |
Little auk
Arctic hare & Fox I e — |
Reindeer,

Musk-0x — I
Arctic char

The table shows potential hunting seasons for several animals. Theoretically speaking,
walrus can be hunt during winter months, but now hunters hunt only in spring. Therefore,
the walrus hunting season was shortened from five months to one month. N. B. Compiled

based on data obtained in 2015.

search for a breathing hole, wait for an animal to surface,
and would harpoon it by the breathing hole (Iwashita,
1978; Oshima, 1989). Yet, this is not the case any more.
At present, the sea does not freeze until mid-December,
while the sea ice starts to break up in late April
Unstable sea ice deters local hunters from mushing even
during cold winter months. Consequently, nowadays,
local hunters go hunting only in spring by boat. In other
words, walrus is the one hunters kill on the sea, rather
than on ice. Virtually, the hunting season for walrus
was reduced from four months (February to May) to one
month (May). Therefore, changing climate has changed
the way local hunters procure animals.

As this shows, a temperature rise has significant
implications for the environment —— namely, later
freeze-up and early thaw. What is often reported is that
these changes immediately make the winter hunting
period shorter, make travel on ice dangerous, and make
access to some living resources difficult. It can be said
that local hunters are “victims” of climate change
(Huntington et al, 2005). Let us look at closely this
phenomenon. Table 1 shows hunting seasons for
different animals in this village (Hayashi, n. d.).
According to this table, it is clear that local hunters have
a wide range of hunting options.

If it is difficult to hunt walruses, they can hunt seals
because seals are accessible all year around. If hunting
on ice is difficult, they can hunt reindeer and musk-ox on
land. Other terrestrial animals such as fox and Arctic
hare are still accessible. As for dragging a boat for

walrus hunting, if viewed from a different angle, it can be

thought that local hunters are flexible enough to change
a means of transportation and travelling routes. Local
hunters are vigilant and careful enough to avoid a
dangerous situation, so that they hunt walrus only in
spring these days. That said, I do not mean that climate
change and the associated environmental changes are
not significant. The point being here is local people’s
flexibility, adaptability, and ingenuity that take part in
local climate change. Hunters are not just vulnerable to
a changing environment. The coping strategy of

hunters is mainly based on flexibility.

4.3 Traditional ecological knowledge (TEK)

What makes it possible for local hunters to exercise
these abilities is their precise understanding of the local
environment. Through a long-term observation of the
landscape, local residents have accumulated a breadth of
environmental knowledge (Freeman and Carbyn, 1988;
Inglis, 1993). Some environmental knowledge are
passed on from previous generations, and some kinds of
knowledge are shared by fellow hunters. This is what
is often called traditional environmental knowledge
(TEK). The word “traditional” may be elusive and may
make the readers misunderstand the scope of TEK. By
actually engaging in their surroundings through hunting
and everyday life, they have learnt how things work and
how to live fully and effectively in their environment
(Wenzel, 1999; Usher, 2000). Therefore, TEK is not
about old knowledge, but TEK is one constantly being
updated, modified, and readjusted, according to a

changing environment (Stevenson, 1996). This knowl-
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edge guides locals through their life and livelihood.

4.4 Other TEK examples

For example, in narwhal hunting, they decided not
to use motorized vessels for hunting within the fjords of
Qaanaaq In order to avoid scaring the narwhals and
other animals (Lykke Thomsen, 1993). In addition,
municipal bylaws require hunters to harpoon (with a
rope at the other end) before shooting because the shot
animals will sink immediately. A sunken animal will be
wasted and is bad for the ecosystem. Like this, hunters
have set up local regulations to keep a healthy animal
stock. This is the case in dogsleding. As snowmobiles
make a big noise to disturb animals, they have
regulations prohibiting the use of snowmobiles for
hunting (Born, 2008). These examples show that local
hunters are knowledgeable about ecological processes
and how they can maintain animal populations and the

environment.

4.5 Assets and constraints: From a vulnerability
point of view

These TEK and local environmental regulations
based on TEK are good examples of resources and assets
(social capital) that can be used for coping with climatic
and environmental changes.

What the vulnerability approach tries is to find what
constrains local effort to cope with and adapt to
environmental changes. It has been a long time since
the Greenland government introduced the quota system
to hunting in the area. When I talked to local hunters,
many complained about the introduction of this not
because they are egoistic but because annual allowable
hunts are not reasonably established.

The levels of allowable hunt are determined
unilaterally by biologists’ (i.e., natural scientists’) recom-
mendations, with little input from local residents.
Consequently, the quota system is not so much useful for
maintaining a balance between animal conservation and
local households’ economy. Here we can see a chasm
between local hunters and natural sciences. I have
stated above that the hunting season for walruses has
been shortened from four months to one months. This
1S not just because of climate change. Since the walrus

quota is so strict, hunters will max out their allowable

hunt in a couple of hunting trips. Consequently, they do
not need to take the risk of going out to unstable ice in
the winter. They only need to go out to the sea by boat
in spring (Hayashi, n.d.).

Another constraint is anti-sealskin campaigns in
Europe (Wenzel, 1991). The harmed image of hunting
seal has significantly affected the import of animal furs in
European countries. Because of this, the Greenland
national tannery could not clear the stockpile. When I
was staying in 2009, the tannery stopped buying furs
from hunters throughout Greenland for two months.
Hunters earn money by selling sealskins to the tannery,
and the two-month closure of the tannery was detrimen-
tal to many households in Greenland. Therefore, in
order to facilitate hunters to cope with climate change, it
1s needed to provide a system or regulations to get rid of
this kind of constraints. This kind of perspective cannot
be drawn if only look at climate and environmental
changes. As discussed above, constraints are condi-
tioned by social, political, and cultural situations of a
community. The vulnerability approach help under-
stand the nature of constraints to local adaptation to

climate change.

5. Concluding remarks

As demonstrated above, this essay has tried to
clarify the importance of the observation of a local
community that is actually experiencing climate change.
In order to effectively combat a local manifestation of
global climate change, it is necessary to see what climate
change really means to local residents, and how it is
intertwined to a local situation to create social, political,
and economic problems for residents.

Recently, more communities are engaging in
scientific research projects in the Arctic. This means
that more communities want to participate in decision-
making processes and two-way communications with
authorities such as government. Also, they expect
scientists to provide useful data and recommendations to
mobilize authorities. This is why community-based
research is becoming more important these days, and in
near future (natural) scientists working in Greenland,
such as researchers from the Institute of Low

Temperature Science, will need to work more closely
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with local residents in their research projects, and this

may lead to a new form of knowledge generation.
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